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## Preface

Spectral theory is an important part of functional analysis. It has numerous applications in many parts of mathematics and physics including matrix theory, function theory, complex analysis, differential and integral equations, control theory and quantum physics.

In recent years, spectral theory has witnessed an explosive development. There are many types of spectra, both for one or several commuting operators, with important applications, for example the approximate point spectrum, Taylor spectrum, local spectrum, essential spectrum, etc.

The present monograph is an attempt to organize the available material most of which exists only in the form of research papers scattered throughout the literature. The aim is to present a survey of results concerning various types of spectra in a unified, axiomatic way.

The central unifying notion is that of a regularity, which in a Banach algebra is a subset of elements that are considered to be "nice". A regularity $R$ in a Banach algebra $\mathcal{A}$ defines the corresponding spectrum $\sigma_{R}(a)=\{\lambda \in \mathbb{C}: a-\lambda \notin R\}$ in the same way as the ordinary spectrum is defined by means of invertible elements, $\sigma(a)=\{\lambda \in \mathbb{C}: a-\lambda \notin \operatorname{Inv}(\mathcal{A})\}$.

Axioms of a regularity are chosen in such a way that there are many natural interesting classes satisfying them. At the same time they are strong enough for non-trivial consequences, for example the spectral mapping theorem.

Spectra of $n$-tuples of commuting elements of a Banach algebra are described similarly by means of a notion of joint regularity. This notion is closely related to the axiomatic spectral theory of Żelazko and Słodkowski.

The book is organized in five chapters. The first chapter contains spectral theory in Banach algebras which form a natural frame for spectral theory of operators.

In the second chapter the spectral theory of Banach algebras is applied to operators. Of particular interest are regular functions - operator-valued functions whose ranges (kernels) behave continuously. Applied to the function $z \mapsto T-z$ where $T$ is a fixed operator, this gives rise to the important class of Kato operators and the corresponding Kato spectrum (studied in the literature under many names, e.g., semi-regular operators, Apostol spectrum etc.).

The third chapter gives a survey of results concerning various types of essential spectra, Fredholm and Browder operators etc.

The next chapter concentrates on the Taylor spectrum, which is by many experts considered to be the proper generalization of the ordinary spectrum of single operators. The most important property of the Taylor spectrum is the existence of the functional calculus for functions analytic on a neighbourhood of the Taylor spectrum. We present the Taylor functional calculus in an elementary way, without the use of sheaf theory or cohomological methods.

Further we generalize the concept of regular functions. We introduce and study operator-valued functions that admit finite-dimensional discontinuities of the kernel and range. This is closely related with stability results for the index of complexes of Banach spaces.

The last chapter is concentrated on the study of orbits of operators. By an orbit of an operator $T$ we mean a sequence $\left\{T^{n} x: n=0,1, \ldots\right\}$ where $x$ is a fixed vector. Similarly, a weak orbit is a sequence of the form $\left\{\left\langle T^{n} x, x^{*}\right\rangle\right.$ : $n=0,1, \ldots\}$ where $x \in X$ and $x^{*} \in X^{*}$ are fixed, and a polynomial orbit is a set $\{p(T) x: p$ polynomial $\}$. These notions, which originated in the theory of dynamical systems, are closely related to the invariant subspace problem. We investigate these notions by means of the essential approximate point spectrum.

All results are presented in an elementary way. We assume only a basic knowledge of functional analysis, topology and complex analysis. Moreover, basic notions and results from the theory of Banach spaces, analytic and smooth vector-valued functions and semi-continuous set-valued functions are given in the Appendix.

The author would like to express his gratitude to many experts in the field who influenced him in various ways. In particular, he would like to thank V. Pták for his earlier guidance and later interest in the subject, and A. Sołtysiak and J. Zemánek who read parts of the manuscript and made various comments. The author is further indebted to V. Kordula, W. Żelazko, M. Mbekhta, F.-H. Vasilescu, C. Ambrozie, E. Albrecht, F. Leon and many others for cooperation and useful discussions over the years. Finally, the author would like to acknowledge that this book was written while he was partially supported by grant No. 201/00/0208 of the Grant Agency of the Czech Republic.

## Preface to the Second Edition

Since this book was written several years ago, further progress has been made in some parts of the theory. I use the opportunity to include some of the new results, improve the arguments in other places, and also to correct some unfortunate errors and misprints that appeared in the first edition.

My sincere thanks are due to A. Soltysiak, J. Bračič and J. Vršovský who contributed to the improvement of the text. The work was supported by grant No. 201/06/0128 of GA ČR.

Prague
V. M.

April 2007

## Chapter I

## Banach Algebras

In this chapter we study spectral theory in Banach algebras. Basic concepts and classical results are summarized in the first two sections. In the subsequent sections we study the approximate point spectrum, which is one of the most important examples of a spectrum in Banach algebras. The approximate point spectrum is closely related with the notions of removable and non-removable ideals.

The axiomatic theory of spectrum is introduced in Sections 6 and 7. This enables us to study various types of spectra, both of single elements and commuting $n$-tuples, in a unified way.

All algebras considered here are complex and unital. The field of complex numbers will be denoted by $\mathbb{C}$.

## 1 Basic Concepts

This section contains basic definitions and results from the theory of Banach algebras. For more details see the monograph $[\mathrm{BD}]$ or some other textbook about Banach algebras (e.g., [Ric], [Zel6], [Pal]).
Definition 1. An algebra $\mathcal{A}$ is a complex linear space $\mathcal{A}$ together with a multiplication mapping $(x, y) \mapsto x y$ from $\mathcal{A} \times \mathcal{A}$ into $\mathcal{A}$ which satisfies the following conditions (for all $x, y, z \in \mathcal{A}, \alpha \in \mathbb{C}$ ):
(i) $(x y) z=x(y z)$;
(ii) $x(y+z)=x y+x z,(x+y) z=x z+y z$;
(iii) $(\alpha x) y=\alpha(x y)=x(\alpha y)$;
(iv) there exists a unit element $e \in \mathcal{A}$ such that $e \neq 0$ and $e x=x e=x$ for all $x \in \mathcal{A}$.

It is easy to show that the unit element is determined uniquely. Indeed, if $e^{\prime}$ is another unit element, then $e=e e^{\prime}=e^{\prime}$. The unit element of an algebra $\mathcal{A}$
will be denoted by $1_{\mathcal{A}}$, (or simply 1 when no confusion can arise). Similarly, for a complex number $\alpha$, the symbol $\alpha$ also denotes the algebra element $\alpha \cdot 1_{\mathcal{A}}$.

Definition 2. Let $\mathcal{A}$ be an algebra. An algebra seminorm in $\mathcal{A}$ is a function $\|\cdot\|$ : $\mathcal{A} \rightarrow\langle 0, \infty), \quad x \mapsto\|x\|$ satisfying (for all $x, y \in \mathcal{A}, \alpha \in \mathbb{C}$ ):
(i) $\|\alpha x\|=|\alpha| \cdot\|x\|$;
(ii) $\|x+y\| \leq\|x\|+\|y\|$;
(iii) $\|x y\| \leq\|x\| \cdot\|y\|$;
(iv) $\left\|1_{\mathcal{A}}\right\|=1$.

An algebra norm in $\mathcal{A}$ is an algebra seminorm such that
(v) if $\|x\|=0$, then $x=0$.

Definition 3. A normed algebra is a pair $(\mathcal{A},\|\cdot\|)$, where $\mathcal{A}$ is an algebra and $\|\cdot\|$ is an algebra norm in $\mathcal{A}$. A Banach algebra is a normed algebra that is complete in the topology defined by the norm (in other words, $(\mathcal{A},\|\cdot\|)$ considered as a linear space is a Banach space).

Examples 4. There are many examples of Banach algebras that appear naturally in functional analysis.
(i) For the purpose of this monograph the most important example of a Banach algebra is the algebra $\mathcal{B}(X)$ of all (bounded linear) operators acting on a Banach space $X$, $\operatorname{dim} X \geq 1$, with naturally defined algebraic operations and with the operator-norm $\|T\|=\sup \{\|T x\|: x \in X,\|x\|=1\}$. The unit element in $\mathcal{B}(X)$ is the identity operator $I$ defined by $I x=x \quad(x \in X)$.
In particular, if $\operatorname{dim} X=n<\infty$, then $\mathcal{B}(X)$ can be identified with the algebra of all $n \times n$ complex matrices.
(ii) Let $K$ be a non-empty compact space. Then the algebra $C(K)$ of all continuous complex-valued functions on $K$ with the sup-norm $\|f\|=\sup \{|f(z)|$ : $z \in K\}$ is a Banach algebra.
(iii) Let $E$ be a non-empty set. The set of all bounded complex-valued functions defined on $E$ with pointwise algebraic operations and the sup-norm is a Banach algebra.
Similarly, let $L^{\infty}$ be the set of all bounded measurable complex-valued functions defined on the real line (as usually, we identify two functions that differ only on a set of Lebesgue measure zero). Then $L^{\infty}$ with pointwise algebraic operations and the usual $L^{\infty}$ norm $\|f\|_{\infty}=\operatorname{ess} \sup \{|f(t)|: t \in \mathbb{R}\}$ is a Banach algebra.
(iv) Let $\mathbb{D}$ be the open unit disc in the complex plane. Denote by $H^{\infty}$ the algebra of all functions that are analytic and bounded on $\mathbb{D}$.
The disc algebra $A(\mathbb{D})$ is the algebra of all functions that are continuous on $\overline{\mathbb{D}}$ and analytic on $\mathbb{D}$. Both $H^{\infty}$ and $A(\mathbb{D})$ with the sup-norm are important examples of Banach algebras.
(v) Let $S$ be a semigroup with unit and let $\ell^{1}(S)$ be the set of all functions $f: S \rightarrow \mathbb{C}$ satisfying $\|f\|=\sum_{s \in S}|f(s)|<\infty$. Then $\ell^{1}(S)$ with the multiplication defined by $(f g)(s)=\sum_{t_{1} t_{2}=s} f\left(t_{1}\right) g\left(t_{2}\right)$ is a Banach algebra.
More generally, if $\alpha: S \rightarrow(0, \infty)$ is a submultiplicative function and $\alpha\left(1_{S}\right)=1$, then $\left\{f: S \rightarrow \mathbb{C}: \sum|f(s)| \alpha(s)<\infty\right\}$ is a Banach algebra with the norm $\|f\|=\sum|f(s)| \alpha(s)$ and the above-defined multiplication.
(vi) Let $L^{1}$ be the set of all integrable functions $f: \mathbb{R} \rightarrow \mathbb{C}$. Define the multiplication and norm in $L^{1}$ by

$$
(f * g)(s)=\int_{-\infty}^{\infty} f(t) g(s-t) \mathrm{d} t
$$

and

$$
\|f\|=\int_{-\infty}^{\infty}|f(t)| \mathrm{d} t
$$

Then $L^{1}$ satisfies all axioms of Banach algebras except of the existence of the unit element. The unitization (see C.1.1) $L^{1}(\mathbb{R}) \oplus \mathbb{C}$ with the norm $\|f \oplus \lambda\|=$ $\|f\|+|\lambda|$ and multiplication $(f \oplus \lambda) \cdot(g \oplus \mu)=f * g+\lambda g+\mu f \oplus \lambda \mu$ is a Banach algebra.

Remark 5. Sometimes little bit different definitions of Banach algebras are used. Frequently the existence of the unit element is not assumed or condition (iii) of Definition 2 is replaced by a weaker condition of continuity of the multiplication. However, it is possible to reduce these more general definitions of Banach algebras to the present definition, see C.1.1 and C.1.3. Many results get a more natural formulation in this way and the proofs are not obscured by technical difficulties.

Definition 6. Let $\mathcal{A}, \mathcal{B}$ be algebras. A linear mapping $\rho: \mathcal{A} \rightarrow \mathcal{B}$ is called a homomorphism if $\rho(x y)=\rho(x) \rho(y)$ for all $x, y \in \mathcal{A}$ and $\rho\left(1_{\mathcal{A}}\right)=1_{\mathcal{B}}$.

Let $\mathcal{A}$ and $\mathcal{B}$ be normed algebras. A homomorphism $\rho: \mathcal{A} \rightarrow \mathcal{B}$ is continuous if $\|\rho\|:=\sup \{\|\rho(x)\|: x \in \mathcal{A},\|x\|=1\}<\infty$. A continuous homomorphism $\rho$ satisfying $\inf \{\|\rho(x)\|: x \in \mathcal{A},\|x\|=1\}>0$ is called an isomorphism. A homomorphism $\rho$ is called isometrical if $\|\rho(x)\|=\|x\|$ for all $x \in \mathcal{A}$.

A subset $M$ of an algebra $\mathcal{A}$ is called a subalgebra if it is closed under the algebraic operations (i.e., $M$ is a linear subspace of $\mathcal{A}, 1_{\mathcal{A}} \in M$ and $x, y \in M \Rightarrow$ $x y \in M)$.

If $\mathcal{A}$ is a closed subalgebra of a Banach algebra $\mathcal{B}$, then $\mathcal{A}$ with the restricted norm is again a Banach algebra.

Each normed algebra $\mathcal{A}$ has a completion - the uniquely determined (up to an isometrical isomorphism) Banach algebra $\mathcal{B}$ such that $\mathcal{A}$ is a dense subalgebra of $\mathcal{B}$.

Remark 7. Let $\mathcal{A}$ be a Banach algebra. For $a \in \mathcal{A}$ define the operator $L_{a}: \mathcal{A} \rightarrow \mathcal{A}$ by $L_{a} x=a x$. It is easy to verify that the mapping $a \mapsto L_{a}$ is an isometrical
homomorphism $\mathcal{A} \rightarrow \mathcal{B}(\mathcal{A})$. If we identify $\mathcal{A}$ with the image of this homomorphism, then we can consider $\mathcal{A}$ as a closed subalgebra of $\mathcal{B}(\mathcal{A})$.

This simple but important construction enables us often to generalize results from operator theory to Banach algebras.

Definition 8. Let $\mathcal{A}$ be a Banach algebra. A set $J \subset \mathcal{A}$ is called a left (right) ideal in $\mathcal{A}$ if $J$ is a subspace of $\mathcal{A}$ and $a x \in J(x a \in J)$ for all $x \in J, a \in \mathcal{A}$. $J$ is a two-sided ideal in $\mathcal{A}$ if $J$ is both a left and right ideal in $\mathcal{A}$. An ideal $J \subset \mathcal{A}$ (left, right or two-sided) is called proper if $J \neq \mathcal{A}$. Equivalently, $J$ is proper if and only if $1_{\mathcal{A}} \notin J$.

Let $\rho: \mathcal{A} \rightarrow \mathcal{B}$ be a continuous homomorphism from a Banach algebra $\mathcal{A}$ to a Banach algebra $\mathcal{B}$. It is easy to see that $\operatorname{Ker} \rho=\{x \in A: \rho(x)=0\}$ is a closed two-sided ideal in $\mathcal{A}$.

Conversely, if $J \subset \mathcal{A}$ is a closed proper two-sided ideal in $\mathcal{A}$, then we can define a multiplication in the quotient space $\mathcal{A} / J$ by $(x+J)(y+J)=x y+J$. The space $\mathcal{A} / J$ then becomes a Banach algebra with the unit $1_{\mathcal{A}}+J$. For the canonical homomorphism $\pi: \mathcal{A} \rightarrow \mathcal{A} / J$ defined by $\pi x=x+J \quad(x \in \mathcal{A})$ we have $\operatorname{Ker} \pi=J$.

## Invertible elements

Definition 9. Let $x, y$ be elements of an algebra $\mathcal{A}$. Then $y$ is called a left (right) inverse of $x$ if $y x=1(x y=1)$. If $y$ is both a left and right inverse of $x$, then it is called an inverse of $x$. If $x$ has a left inverse $y$ and a right inverse $z$, then $y=z$. Indeed, we have $y=y(x z)=(y x) z=z$. In particular, an element has at most one inverse.

An element of $\mathcal{A}$ for which there exists an inverse (left inverse, right inverse) will be called invertible (left invertible, right invertible). The unique inverse of an invertible element $x$ will be denoted by $x^{-1}$. The set of all invertible elements in an algebra $\mathcal{A}$ will be denoted by $\operatorname{Inv}(\mathcal{A})$. Similarly, the set of all left (right) invertible elements in $\mathcal{A}$ will be denoted by $\operatorname{Inv}_{l}(\mathcal{A})$ and $\operatorname{Inv}_{r}(\mathcal{A})$,

$$
\begin{aligned}
& \operatorname{Inv}_{l}(\mathcal{A})=\{x \in \mathcal{A}: \text { there exists } y \in \mathcal{A} \text { such that } y x=1\} \\
& \operatorname{Inv}_{r}(\mathcal{A})=\{x \in \mathcal{A}: \text { there exists } y \in \mathcal{A} \text { such that } x y=1\} .
\end{aligned}
$$

Obviously, $\operatorname{Inv}(\mathcal{A})=\operatorname{Inv}_{l}(\mathcal{A}) \cap \operatorname{Inv}_{r}(\mathcal{A})$.
It is easy to see that an element $a \in \mathcal{A}$ is left (right) invertible if and only if there is no proper left (right) ideal containing $a$.

Remark 10. The left and right properties in Banach algebras are perfectly symmetrical. The simplest way how to give an exact meaning to this statement is to consider the following construction: for a Banach algebra $\mathcal{A}$ consider the reversed multiplication $a \odot b=b a$ for all $a, b \in \mathcal{A}$. In this way we obtain the Banach algebra $\operatorname{rev} \mathcal{A}$, and the left ideals, left inverses etc. in $\mathcal{A}$ correspond to the right
objects in the algebra $\operatorname{rev} \mathcal{A}$. Using this construction, each one-sided result implies immediately the corresponding symmetrical result.

Theorem 11. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) if $a \in \mathcal{A},\|a\|<1$, then $1-a \in \operatorname{Inv}(\mathcal{A})$;
(ii) the sets $\operatorname{Inv}_{l}(\mathcal{A}), \operatorname{Inv}_{r}(\mathcal{A})$ and $\operatorname{Inv}(\mathcal{A})$ are open;
(iii) the mapping $x \mapsto x^{-1}$ is continuous in $\operatorname{Inv}(\mathcal{A})$.

Proof. (i) If $\|a\|<1$, then $\left\|a^{j}\right\| \leq\|a\|^{j}$ for all $j$, so the series $\sum_{j=0}^{\infty} a^{j}$ is convergent in $\mathcal{A}$ and

$$
(1-a) \sum_{j=0}^{\infty} a^{j}=\left(\sum_{j=0}^{\infty} a^{j}\right)(1-a)=\lim _{k \rightarrow \infty}\left(\sum_{j=0}^{k} a^{j}-\sum_{j=0}^{k} a^{j+1}\right)=\lim _{k \rightarrow \infty}\left(1-a^{k+1}\right)=1 .
$$

(ii) Let $y x=1$ and let $\|u\|<\|y\|^{-1}$. Then $y(x+u)=1+y u$, where $\|y u\| \leq$ $\|y\| \cdot\|u\|<1$. By (i), $y(x+u)$ is invertible and $(y(x+u))^{-1} y(x+u)=1$. Thus $x+u \in \operatorname{Inv}_{l}(\mathcal{A})$. Hence $\operatorname{Inv}_{l}(\mathcal{A})$ is an open set.

Similarly, $\operatorname{Inv}_{r}(\mathcal{A})$ and $\operatorname{Inv}(\mathcal{A})=\operatorname{Inv}_{l}(\mathcal{A}) \cap \operatorname{Inv}_{r}(\mathcal{A})$ are open subsets of $\mathcal{A}$.
(iii) Let $a \in \operatorname{Inv}(\mathcal{A})$ and let $\|x\|<\left\|a^{-1}\right\|^{-1}$. Then the series $\sum_{i=0}^{\infty}\left(x a^{-1}\right)^{i}$ is convergent in $\mathcal{A}$ and one can check directly that

$$
(a-x)^{-1}=a^{-1} \sum_{i=0}^{\infty}\left(x a^{-1}\right)^{i}
$$

Thus

$$
\begin{aligned}
\left\|(a-x)^{-1}-a^{-1}\right\| & =\left\|a^{-1} \sum_{i=1}^{\infty}\left(x a^{-1}\right)^{i}\right\| \\
& \leq\left\|a^{-1}\right\| \cdot \sum_{i=1}^{\infty}\|x\|^{i} \cdot\left\|a^{-1}\right\|^{i}=\frac{\|x\| \cdot\left\|a^{-1}\right\|^{2}}{1-\|x\| \cdot\left\|a^{-1}\right\|},
\end{aligned}
$$

and so $(a-x)^{-1} \rightarrow a^{-1}$ for $\|x\| \rightarrow 0$.
Lemma 12. Let $x, x_{n}, y_{n}(n=1,2, \ldots)$ be elements of a Banach algebra $\mathcal{A}, x_{n} \rightarrow x$ and $\sup _{n}\left\{\left\|y_{n}\right\|\right\}<\infty$. If $y_{n} x_{n}=1$ for all $n$, then $x \in \operatorname{Inv}_{l}(\mathcal{A})$.

If $x_{n} y_{n}=1$ for all $n$, then $x \in \operatorname{Inv}_{r}(\mathcal{A})$.
Proof. Choose $n$ such that $\left\|x-x_{n}\right\|<\left(\sup \left\|y_{n}\right\|\right)^{-1}$. Then $y_{n} x=y_{n} x_{n}+y_{n}(x-$ $\left.x_{n}\right)=1+y_{n}\left(x-x_{n}\right)$, where $\left\|y_{n}\left(x-x_{n}\right)\right\|<1$, and so $y_{n} x \in \operatorname{Inv}(\mathcal{A})$. Thus $\left(y_{n} x\right)^{-1} y_{n} x=1$ and $x \in \operatorname{Inv}_{l}(\mathcal{A})$.

The second statement can be proved similarly.
Definition 13. An element $a$ of a Banach algebra $\mathcal{A}$ is called a left (right) divisor of zero if $a x=0 \quad(x a=0)$ for some non-zero element $x \in \mathcal{A}$.

An element $a$ of a Banach algebra $\mathcal{A}$ is called a left topological divisor of zero if $\inf \{\|a x\|: x \in A,\|x\|=1\}=0$. Similarly, $a$ is a right topological divisor of zero if $\inf \{\|x a\|: x \in A,\|x\|=1\}=0$.

Topological divisors of zero are closely related to non-invertible elements.
Theorem 14. Let $a$ be an element of a Banach algebra $\mathcal{A}$. Then:
(i) if $a$ is left (right) invertible, then $a$ is not a left (right) topological divisor of zero;
(ii) if $a$ is invertible, then $a$ is neither a left nor a right topological divisor of zero;
(iii) if $a \in \partial \operatorname{Inv}_{l}(\mathcal{A}) \quad$ (the topological boundary of $\operatorname{Inv}_{l}(\mathcal{A})$ ), then $a$ is a right topological divisor of zero;
(iv) if $a \in \partial \operatorname{Inv}(\mathcal{A})$, then a is both a left and right topological divisor of zero.

Proof. (i) Suppose that $b$ is a left inverse of $a, b a=1$. For $x \in \mathcal{A},\|x\|=1$ we have $1=\|x\|=\|b a x\| \leq\|b\| \cdot\|a x\|$, so $\inf \{\|a x\|: x \in \mathcal{A},\|x\|=1\} \geq\|b\|^{-1}>0$ and $a$ is not a left topological divisor of zero.

The right version can be proved similarly.
This implies also (ii).
(iii) Let $a \in \partial \operatorname{Inv}_{l}(\mathcal{A})$. Then there exist $a_{n}, b_{n} \in \mathcal{A}$ such that $\lim _{n \rightarrow \infty} a_{n}=a$ and $b_{n} a_{n}=1$ for all $n$. By Lemma 12, $\lim \left\|b_{n}\right\|=\infty$. Set $c_{n}=\frac{b_{n}}{\left\|b_{n}\right\|}$. Then $\left\|c_{n}\right\|=1$ for every $n$ and

$$
\left\|c_{n} a\right\|=\left\|\frac{b_{n}}{\left\|b_{n}\right\|}\left(a_{n}+\left(a-a_{n}\right)\right)\right\| \leq \frac{1}{\left\|b_{n}\right\|}+\left\|a-a_{n}\right\|,
$$

so $\lim _{n \rightarrow \infty}\left\|c_{n} a\right\|=0$ and $a$ is a right topological divisor of zero.
(iv) Let $a \in \partial \operatorname{Inv}(\mathcal{A})$. Then there exist $a_{n} \in \operatorname{Inv}(\mathcal{A})$ with $a_{n} \rightarrow a \quad(n \rightarrow \infty)$. By Lemma $12, \lim _{n \rightarrow \infty}\left\|a_{n}^{-1}\right\|=\infty$. Set $c_{n}=\frac{a_{n}^{-1}}{\left\|a_{n}^{-1}\right\|}$. Then $\left\|c_{n}\right\|=1$ and, as in (iii), one can get easily that $\left\|c_{n} a\right\| \rightarrow 0$ and $\left\|a c_{n}\right\| \rightarrow 0$. Thus $a$ is both a left and right topological divisor of zero.

## Spectrum and spectral radius

Definition 15. Let $a$ be an element of a Banach algebra $\mathcal{A}$. The spectrum of $a$ in $\mathcal{A}$ is the set of all complex numbers $\lambda$ such that $a-\lambda$ is not invertible in $\mathcal{A}$. The spectrum of $a$ in $\mathcal{A}$ will be denoted by $\sigma^{\mathcal{A}}(a)$, or $\sigma(a)$ if the algebra is clear from the context.

By Theorem 11, $\sigma(a)$ is a closed subset of $\mathbb{C}$. The function $\lambda \mapsto(a-\lambda)^{-1}$ defined in the open set $\mathbb{C} \backslash \sigma(a)$ is called the resolvent of $a$.

Theorem 16. Let $a$ be an element of a Banach algebra $\mathcal{A}$. Then the resolvent $\lambda \mapsto(a-\lambda)^{-1}$ is analytic in $\mathbb{C} \backslash \sigma(a)$.

Proof. For $\lambda, \mu \notin \sigma(a)$ we have

$$
\begin{aligned}
(a-\mu)^{-1}-(a-\lambda)^{-1} & =(a-\mu)^{-1}((a-\lambda)-(a-\mu))(a-\lambda)^{-1} \\
& =(\mu-\lambda)(a-\mu)^{-1}(a-\lambda)^{-1},
\end{aligned}
$$

and so

$$
\lim _{\mu \rightarrow \lambda} \frac{(a-\mu)^{-1}-(a-\lambda)^{-1}}{\mu-\lambda}=(a-\lambda)^{-2}
$$

Thus the function $\lambda \mapsto(a-\lambda)^{-1}$ is analytic in $\mathbb{C} \backslash \sigma(a)$.
The following theorem is one of the most important results in the theory of Banach algebras.

Theorem 17. Let $x$ be an element of a Banach algebra $\mathcal{A}$. Then $\sigma(x)$ is a non-empty compact set.

Proof. Let $\lambda \in \mathbb{C},|\lambda|>\|x\|$. Then the series $\sum_{j=0}^{\infty} \frac{x^{j}}{\lambda^{j+1}}$ is convergent in $\mathcal{A}$ and

$$
(x-\lambda) \sum_{j=0}^{\infty} \frac{-x^{j}}{\lambda^{j+1}}=-\sum_{j=1}^{\infty} \frac{x^{j}}{\lambda^{j}}+\sum_{j=0}^{\infty} \frac{x^{j}}{\lambda^{j}}=1 .
$$

Similarly $\left(\sum_{j=0}^{\infty} \frac{-x^{j}}{\lambda^{j+1}}\right)(x-\lambda)=1$, and so $\lambda \notin \sigma(x)$. Thus $\sigma(x)$ is bounded and hence compact.

Suppose on the contrary that $\sigma(x)=\emptyset$. Consider the function $f: \mathbb{C} \rightarrow \mathcal{A}$ defined by $f(\lambda)=(x-\lambda)^{-1}$. By Theorem 16, $f$ is an entire function. For $|\lambda|>$ $\|x\|$ we have $f(\lambda)=\sum_{j=0}^{\infty} \frac{-x^{j}}{\lambda^{j+1}}$, and so $\|f(\lambda)\| \leq \sum_{j=0}^{\infty} \frac{\|x\|^{j}}{\mid \lambda^{j j+1}}=\frac{1}{|\lambda|-\|x\|}$. Thus $f(\lambda) \rightarrow 0$ for $\lambda \rightarrow \infty$. By the Liouville theorem, $f(\lambda)=0$ for each $\lambda \in \mathbb{C}$. This is a contradiction, since $f(\lambda)$ is invertible for each $\lambda$.

Remark 18. Let $T$ be an operator on a finite-dimensional Banach space $X$ (i.e., $T$ is a square matrix). Then $\sigma(T)$ is finite and consists of eigenvalues of $T$.

Since the eigenvalues of a matrix are precisely the roots of its characteristic polynomial, the non-emptiness of $\sigma(T)$ is equivalent to the "fundamental theorem of algebra" that each complex polynomial has a root. This illustrates how deep is the previous theorem, and also that operators on finite-dimensional spaces are far from being trivial.

Corollary 19. (Gelfand, Mazur) Let $\mathcal{A}$ be a Banach algebra such that every nonzero element of $\mathcal{A}$ is invertible (i.e., $\mathcal{A}$ is a field). Then $\mathcal{A}$ consists of scalar multiples of the identity, $\mathcal{A}=\left\{\lambda \cdot 1_{\mathcal{A}}: \lambda \in \mathbb{C}\right\}$. Thus $\mathcal{A}$ is isometrically isomorphic to the field of complex numbers $\mathbb{C}$.

Proof. For every $x \in \mathcal{A}$ there exists $\lambda \in \sigma(x)$ such that $x-\lambda \cdot 1_{\mathcal{A}} \notin \operatorname{Inv}(\mathcal{A})$. Thus $x=\lambda \cdot 1_{\mathcal{A}}$.

Definition 20. The spectral radius $r(x)$ of an element $x \in \mathcal{A}$ is the number

$$
r(x)=\max \{|\lambda|: \lambda \in \sigma(x)\} .
$$

Lemma 21. Let $s_{1}, s_{2}, \ldots$ be non-negative real numbers. Then:
(i) if $s_{n+m} \leq s_{n} \cdot s_{m}$ for all $m, n \in \mathbb{N}$, then the limit $\lim _{n \rightarrow \infty} s_{n}^{1 / n}$ exists and is equal to $\inf _{n} s_{n}^{1 / n}$;
(ii) if $s_{n}>0$ and $s_{n+m} \geq s_{n} \cdot s_{m}$ for all $m, n \in \mathbb{N}$, then the limit $\lim _{n \rightarrow \infty} s_{n}^{1 / n}$ exists and is equal to $\sup _{n} s_{n}^{1 / n}$.

Proof. (i) Write $t=\inf _{n} s_{n}^{1 / n}$ and let $\varepsilon>0$. Fix $k$ such that $s_{k}^{1 / k}<t+\varepsilon$. Any number $n \geq k$ can be expressed in the form $n=n_{1} k+r$, where $0 \leq r \leq k-1$ and $n_{1} \geq 1$. Then

$$
s_{n} \leq s_{r} \cdot s_{k}^{n_{1}} \leq \max \left\{1, s_{1}, s_{2}, \ldots, s_{k-1}\right\} \cdot(t+\varepsilon)^{k n_{1}}
$$

and

$$
s_{n}^{1 / n} \leq \max \left\{1, s_{1}, s_{2}, \ldots, s_{k-1}\right\}^{1 / n} \cdot(t+\varepsilon)^{k n_{1} / n} \rightarrow t+\varepsilon
$$

as $n \rightarrow \infty$, since $k n_{1} / n \rightarrow 1$. Thus $\lim \sup _{n \rightarrow \infty} s_{n}^{1 / n} \leq t+\varepsilon$ and, since $\varepsilon$ was arbitrary, we have $\lim _{n \rightarrow \infty} s_{n}^{1 / n}=t=\inf _{n} s_{n}^{1 / n}$.
(ii) The second statement can be reduced to (i) by considering the numbers $s_{n}^{-1}$.

Theorem 22. (spectral radius formula) Let a be an element of a Banach algebra $\mathcal{A}$. Then

$$
r(a)=\lim _{n \rightarrow \infty}\left\|a^{n}\right\|^{1 / n}=\inf _{n}\left\|a^{n}\right\|^{1 / n}
$$

Proof. Since $\left\|a^{m+n}\right\| \leq\left\|a^{m}\right\| \cdot\left\|a^{n}\right\|$ for all $m, n$, by the previous lemma the limit $\lim \left\|a^{n}\right\|^{1 / n}$ exists and is equal to the infimum.

Let $\lambda$ be a complex number with $|\lambda|>\lim \left\|a^{n}\right\|^{1 / n}$. Then $\sum_{n=0}^{\infty} \frac{a^{n}}{\lambda^{n+1}}$ converges and it is easy to verify that $(a-\lambda)^{-1}=\sum_{n=0}^{\infty} \frac{-a^{n}}{\lambda^{n+1}}$. Consequently, $r(a) \leq$ $\lim \left\|a^{n}\right\|^{1 / n}$.

It remains to show that $\lim \left\|a^{n}\right\|^{1 / n} \leq r(a)$. Consider the function $f(\lambda)=$ $(1-\lambda a)^{-1}$.

For $\lambda \neq 0$ we have $f(\lambda)=\lambda^{-1}\left(\lambda^{-1}-a\right)^{-1}$. Clearly $f$ is analytic in $\{\lambda \in \mathbb{C}$ : $\left.0<|\lambda|<r(a)^{-1}\right\}$ and continuous in $\left\{\lambda \in \mathbb{C}:|\lambda|<r(a)^{-1}\right\}$. So $f$ is analytic in $\left\{\lambda \in \mathbb{C}:|\lambda|<r(a)^{-1}\right\}$ (if $r(a)=0$, then $f$ is analytic in $\mathbb{C}$ ). For $|\lambda|<\|a\|^{-1}$ we can write $f(\lambda)=(1-\lambda a)^{-1}=\sum_{n=0}^{\infty} a^{n} \lambda^{n}$. Therefore we have $f(\lambda)=\sum_{n=0}^{\infty} a^{n} \lambda^{n}$ for all $\lambda,|\lambda|<r(a)^{-1}$.

For the radius of convergence of the power series $\sum a^{n} \lambda^{n}$ we have (see Theorem A.2.1)

$$
\lim \inf \left\|a^{n}\right\|^{-1 / n} \geq r(a)^{-1}
$$

and so

$$
r(a) \geq \limsup \left\|a^{n}\right\|^{1 / n}=\lim \left\|a^{n}\right\|^{1 / n} .
$$

Definition 23. Let $M$ be a subset of a Banach algebra $\mathcal{A}$. The commutant of $M$ is defined by $M^{\prime}=\{a \in \mathcal{A}: a m=m a(m \in M)\}$. We write $M^{\prime \prime}$ instead of $\left(M^{\prime}\right)^{\prime}$ for the second commutant of $M$. If $x y=y x$ for all $x, y \in \mathcal{A}$, then $\mathcal{A}$ is called commutative.

Lemma 24. Let $M, N$ be subsets of a Banach algebra $\mathcal{A}$. Then:
(i) $M^{\prime}$ is a closed subalgebra of $\mathcal{A}$;
(ii) if $M \subset N$, then $M^{\prime} \supset N^{\prime}$ and $M^{\prime \prime} \subset N^{\prime \prime}$;
(iii) $M \subset M^{\prime \prime}$ and $M^{\prime}=M^{\prime \prime \prime}$;
(iv) if $M$ consists of mutually commuting elements, then $M \subset M^{\prime \prime} \subset M^{\prime}$ and $M^{\prime \prime}$ is a commutative Banach algebra.

Proof. The first three statements are clear.
To see (iv), note first that $M \subset M^{\prime}$. Therefore $M^{\prime \prime} \subset M^{\prime}=M^{\prime \prime \prime}$, which means that $M^{\prime \prime}$ is a commutative algebra.

Lemma 25. Let $a \in \mathcal{A}$ and let $\lambda \in \mathbb{C} \backslash \sigma(a)$. Then $(a-\lambda)^{-1} \in\{a\}^{\prime \prime}$. In particular, $\sigma(a)$ equals to the spectrum of $a$ in the commutative Banach algebra $\{a\}^{\prime \prime}$.

Proof. Let $b \in \mathcal{A}$ and $a b=b a$. Then $(a-\lambda) b=b(a-\lambda)$ and, by multiplicating this equality from both sides by $(a-\lambda)^{-1}$, we get $b(a-\lambda)^{-1}=(a-\lambda)^{-1} b$. Thus $(a-\lambda)^{-1} \in\{a\}^{\prime \prime}$.

Theorem 26. Let $\mathcal{A}, \mathcal{B}$ be Banach algebras, $\rho: \mathcal{A} \rightarrow \mathcal{B}$ a homomorphism and let $x \in \mathcal{A}$. Then $\sigma^{\mathcal{B}}(\rho(x)) \subset \sigma^{\mathcal{A}}(x)$.

Proof. Let $\lambda \in \mathbb{C} \backslash \sigma^{\mathcal{A}}(x)$ and let $y=(x-\lambda)^{-1} \in \mathcal{A}$. Then $(\rho(x)-\lambda) \cdot \rho(y)=$ $\rho(x-\lambda) \cdot \rho(y)=\rho\left(1_{\mathcal{A}}\right)=1_{\mathcal{B}}$ and similarly $\rho(y) \cdot(\rho(x)-\lambda)=1_{\mathcal{B}}$.

Theorem 27. Let $\mathcal{A}$ be a subalgebra of a Banach algebra $\mathcal{B}$ and let $x \in \mathcal{A}$. Then:
(i) if $x$ is a left (right) topological divisor of zero in $\mathcal{A}$, then $x$ is a left (right) topological divisor of zero in $\mathcal{B}$;
(ii) $\partial \sigma^{\mathcal{A}}(x) \subset \sigma^{\mathcal{B}}(x) \subset \sigma^{\mathcal{A}}(x)$.

Proof. (i) We have

$$
\inf \{\|x b\|: b \in \mathcal{B},\|b\|=1\} \leq \inf \{\|x a\|: a \in \mathcal{A},\|a\|=1\}=0
$$

(ii) If $\lambda \in \partial \sigma^{\mathcal{A}}(x)$, then $x-\lambda$ is a left topological divisor of zero in $\mathcal{A}$, and so, by (i), $\lambda \in \sigma^{\mathcal{B}}(x)$.

The inclusion $\sigma^{\mathcal{B}}(x) \subset \sigma^{\mathcal{A}}(x)$ follows from the previous theorem.
Consequently, $\sigma^{\mathcal{A}}(x)$ is obtained by filling in some holes in $\sigma^{\mathcal{B}}(x)$.
In the algebra $\mathcal{B}(X)$ we have additional information.

Theorem 28. Let $X$ be a Banach space, $\operatorname{dim} X \geq 1$ and let $T \in \mathcal{B}(X)$. Then:
(i) $T$ is invertible if and only if $T$ is one-to-one and onto;
(ii) if $\lambda \in \partial \sigma(T)$, then $(T-\lambda) X \neq X$ and $\inf \{\|(T-\lambda) x\|: x \in X,\|x\|=1\}=0$.

Proof. (i) Follows from the open mapping theorem.
(ii) By Theorem 14, there exist operators $S_{n} \in \mathcal{B}(X) \quad(n \in \mathbb{N})$ such that $\left\|S_{n}\right\|=1$ and $\left\|S_{n}(T-\lambda)\right\| \rightarrow 0$. For each $n$ there exists $x_{n} \in X$ with $\left\|x_{n}\right\|=1$ and $\left\|S_{n} x_{n}\right\| \geq 1 / 2$. Suppose on the contrary that $T-\lambda$ is onto. By the open mapping theorem, there exists $k>0$ such that $(T-\lambda) B_{X} \supset k B_{X}$ where $B_{X}$ denotes the closed unit ball in $X$. Thus there exists $y_{n} \in X$ such that $(T-\lambda) y_{n}=x_{n}$ and $\left\|y_{n}\right\| \leq k^{-1}$. Hence

$$
\left\|S_{n}(T-\lambda)\right\| \geq\left\|S_{n}(T-\lambda) \frac{y_{n}}{\left\|y_{n}\right\|}\right\|=\frac{1}{\left\|y_{n}\right\|}\left\|S_{n} x_{n}\right\| \geq \frac{k}{2}
$$

a contradiction with the assumption that $\left\|S_{n}(T-\lambda)\right\| \rightarrow 0$.
Similarly, there exist operators $R_{n} \in \mathcal{B}(X) \quad(n \in \mathbb{N})$ such that $\left\|R_{n}\right\|=1$ and $\left\|(T-\lambda) R_{n}\right\| \rightarrow 0$. There exist vectors $x_{n} \in X$ with $\left\|x_{n}\right\|=1$ and $\left\|R_{n} x_{n}\right\| \geq 1 / 2$. Set $y_{n}=\frac{R_{n} x_{n}}{\left\|R_{n} x_{n}\right\|}$. Then $\left\|y_{n}\right\|=1$ and

$$
\left\|(T-\lambda) y_{n}\right\|=\frac{\left\|(T-\lambda) R_{n} x_{n}\right\|}{\left\|R_{n} x_{n}\right\|} \leq 2\left\|(T-\lambda) R_{n}\right\| \rightarrow 0
$$

Hence $\inf \{\|(T-\lambda) x\|: x \in X,\|x\|=1\}=0$.
Theorem 29. Let $a, b \in \mathcal{A}$ and let $\lambda$ be a non-zero complex number. Then $a b-\lambda$ is left (right) invertible if and only if $b a-\lambda$ is left (right) invertible.

Proof. Let $c \in \mathcal{A}, c(a b-\lambda)=1$. Then

$$
\begin{aligned}
\left(-\lambda^{-1}+\lambda^{-1} b c a\right)(b a-\lambda) & =-\lambda^{-1} b a+1+\lambda^{-1} b c a b a-b c a \\
& =1-\lambda^{-1} b a+\lambda^{-1} b c(a b-\lambda) a=1 .
\end{aligned}
$$

Similarly, if $(b a-\lambda) d=1$ for some $d \in \mathcal{A}$, then

$$
(a b-\lambda)\left(-\lambda^{-1}+\lambda^{-1} a d b\right)=1 .
$$

Corollary 30. Let $x, y$ be elements of a Banach algebra $\mathcal{A}$. Then

$$
\sigma(x y) \backslash\{0\}=\sigma(y x) \backslash\{0\} .
$$

In general, the spectrum and the spectral radius in a Banach algebra do not behave continuously, see C.1.14. However, they are always upper semicontinuous (for definitions and basic properties of semicontinuous set-valued functions see Appendix A.4). Moreover, we prove later in Section 6 that the set of all discontinuity points of the spectrum is a set of the first category.

Theorem 31. (upper semicontinuity of the spectrum) Let $\mathcal{A}$ be a Banach algebra, $x \in \mathcal{A}$, let $U$ be an open neighbourhood of $\sigma(x)$. Then there exists $\varepsilon>0$ such that $\sigma(y) \subset U$ for all $y \in \mathcal{A}$ with $\|y-x\|<\varepsilon$. In particular, the function $x \mapsto r(x)$ is upper semicontinuous.

Proof. Suppose on the contrary that for every $n$ there exist $x_{n} \in \mathcal{A}$ and $\lambda_{n} \in$ $\sigma\left(x_{n}\right) \backslash U$ such that $\left\|x_{n}-x\right\|<1 / n$. Then $\left|\lambda_{n}\right| \leq\left\|x_{n}\right\| \leq\|x\|+1$, and so there exists a subsequence of $\left(\lambda_{n}\right)$ converging to some $\lambda \in \mathbb{C} \backslash U$. Since $x_{n}-\lambda_{n} \notin \operatorname{Inv}(\mathcal{A})$, we have $x-\lambda \notin \operatorname{Inv}(\mathcal{A})$ by Theorem 11. Thus $\lambda \in \sigma(x)$ and $\lambda \notin U$, which is a contradiction with the assumption that $U$ is a neighbourhood of $\sigma(x)$.

## Equivalent norms

Two norms $\|\cdot\|$ and $\|\cdot\|^{\prime}$ on a vector space $X$ are called equivalent if there exists a positive constant $k$ such that

$$
k^{-1}\|x\| \leq\|x\|^{\prime} \leq k\|x\|
$$

for all $x \in X$.
Theorem 32. Let $(\mathcal{A},\|\cdot\|)$ be a Banach algebra and let $S \subset \mathcal{A}$ be a bounded semigroup. Then there exists an equivalent algebra norm $\|\cdot\|^{\prime}$ on $\mathcal{A}$ such that $\|s\| \leq 1$ for every $s \in S$.

More precisely, there is such a norm $\|\cdot\|^{\prime}$ satisfying

$$
k^{-1}\|a\| \leq\|a\|^{\prime} \leq k\|a\|
$$

for all $a \in \mathcal{A}$, where $k=\sup \{1,\|s\|: s \in S\}$.
Proof. Without loss of generality we can assume that $1 \in S$. Thus $k:=\sup \{\|s\|$ : $s \in S\} \geq 1$.

For $a \in \mathcal{A}$ define $q(a)=\sup \{\|s a\|: s \in S\}$. Since $1 \in S$, we have $q(a) \geq\|a\|$. Thus

$$
\|a\| \leq q(a) \leq k\|a\|
$$

for all $a \in \mathcal{A}$.
Clearly, $q$ is a norm. We have $q(1)=k$ and $q(s) \leq k$ for every $s \in S$.
For $a \in \mathcal{A}$ and $s \in S$ we have

$$
q(s a)=\sup \left\{\left\|s^{\prime} s a\right\|: s^{\prime} \in S\right\} \leq q(a)
$$

Further, for $a_{1}, a_{2} \in \mathcal{A}$ we have

$$
\begin{aligned}
q\left(a_{1} a_{2}\right) & =\sup \left\{\left\|s a_{1} a_{2}\right\|: s \in S\right\} \leq \sup \left\{\left\|s a_{1}\right\| \cdot\left\|a_{2}\right\|: s \in S\right\} \\
& \leq q\left(a_{1}\right)\left\|a_{2}\right\| \leq q\left(a_{1}\right) q\left(a_{2}\right)
\end{aligned}
$$

Define now

$$
\|a\|^{\prime}=\sup \{q(a x): x \in \mathcal{A}, q(x) \leq 1\}=\sup \left\{\frac{q(a x)}{q(x)}: x \neq 0\right\}
$$

Since $q(a x) \leq q(a) q(x)$, we have $\|a\|^{\prime} \leq q(a) \leq k\|a\|$ and $\|a\|^{\prime} \geq \frac{q(a)}{q(1)} \geq k^{-1}\|a\|$. Hence

$$
k^{-1}\|a\| \leq\|a\|^{\prime} \leq k\|a\|
$$

for every $a \in \mathcal{A}$.
Clearly $\|\cdot\|^{\prime}$ is a norm and $\|1\|^{\prime}=1$.
Let $a_{1}, a_{2} \in \mathcal{A}$. We show that $\left\|a_{1} a_{2}\right\|^{\prime} \leq\left\|a_{1}\right\|^{\prime}\left\|a_{2}\right\|^{\prime}$. This is clear if $a_{1} a_{2}=0$. If $a_{1} a_{2} \neq 0$, then

$$
\begin{aligned}
\left\|a_{1} a_{2}\right\|^{\prime} & =\sup \left\{\frac{q\left(a_{1} a_{2} x\right)}{q(x)}: x \neq 0\right\}=\sup \left\{\frac{q\left(a_{1} a_{2} x\right)}{q(x)}: x \neq 0, q\left(a_{1} a_{2} x\right) \neq 0\right\} \\
& =\sup \left\{\frac{q\left(a_{1} a_{2} x\right)}{q\left(a_{2} x\right)} \cdot \frac{q\left(a_{2} x\right)}{q(x)}: q\left(a_{1} a_{2} x\right) \neq 0\right\} \leq\left\|a_{1}\right\|^{\prime}\left\|a_{2}\right\|^{\prime}
\end{aligned}
$$

Finally, for $s \in S$ we have

$$
\|s\|^{\prime}=\sup \left\{\frac{q(s x)}{q(x)}: x \neq 0\right\} \leq 1
$$

Corollary 33. Let $(\mathcal{A},\|\cdot\|)$ be a Banach algebra and let $x \in \mathcal{A}$. Then

$$
r(x)=\inf \left\{\|x\|^{\prime}:\|\cdot\|^{\prime} \text { is an equivalent algebra norm on } \mathcal{A}\right\} .
$$

Proof. Since $r(x)$ does not depend on the choice of an equivalent algebra norm, we have $r(x) \leq\|x\|^{\prime}$ for every equivalent algebra norm $\|\cdot\|^{\prime}$.

Conversely, let $\varepsilon>0$. Consider the semigroup

$$
S=\left\{\left(\frac{x}{r(x)+\varepsilon}\right)^{n}: n=0,1, \ldots\right\} .
$$

Then $S$ is a bounded semigroup and, by Theorem 32, there exists an equivalent algebra norm $\|\cdot\|^{\prime}$ on $\mathcal{A}$ such that $\|s\|^{\prime} \leq 1$ for each $s \in S$. In particular, $\|x\|^{\prime} \leq$ $r(x)+\varepsilon$. This completes the proof.

## Functional calculus

Let $p(z)=\sum_{i=0}^{n} \alpha_{i} z^{i}$ be a polynomial with coefficients $\alpha_{i} \in \mathbb{C}$. For $x \in \mathcal{A}$ we write $p(x)=\sum_{i=0}^{\bar{n}} \alpha_{i} x^{i}$. It is clear that the mapping $p \mapsto p(x)$ is a homomorphism from the algebra of all polynomials to $\mathcal{A}$. The spectra of $x$ and $p(x)$ and related in the following way:

Theorem 34. (spectral mapping theorem) Let $x$ be an element of a Banach algebra $\mathcal{A}$ and let $p$ be a polynomial. Then $\sigma(p(x))=p(\sigma(x))$.

Proof. The equality is clear if $p$ is a constant polynomial. Suppose $p$ is non-constant and let $\lambda \in \mathbb{C}$. Then we can write $p(z)-\lambda=\beta\left(z-\alpha_{1}\right) \cdots\left(z-\alpha_{n}\right)$ for some $\beta, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}, \beta \neq 0, n \geq 1$. Clearly, $p(x)-\lambda=\beta\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{n}\right)$ and $p(x)-\lambda$ is non-invertible if and only if at least one of the factors $x-\alpha_{i}$ is noninvertible, i.e., if $\alpha_{i} \in \sigma(x)$ for some $i$. Thus $\lambda \in \sigma(p(x))$ if and only if $p(z)-\lambda=0$ for some $z \in \sigma(x)$. Hence $\sigma(p(x))=p(\sigma(x))$.

In Banach algebras we can substitute an element $a \in \mathcal{A}$ not only to polynomials but also to functions analytic on a neighbourhood of the spectrum $\sigma(a)$.

If $f$ is a function analytic on a disc $\{z:|z|<R\}$ where $R>r(a)$ and $f(z)=\sum_{i=0}^{\infty} \alpha_{i} z^{i}$ is the Taylor expansion of $f$, then the series $\sum_{i=0}^{\infty} \alpha_{i} a^{i}$ converges in $\mathcal{A}$ to an element denoted by $f(a)$.

If $f$ is a function analytic only on a neighbourhood $U$ of $\sigma(a)$, then we can define $f(a)$ by means of a Cauchy integral. We define

$$
f(a)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-a)^{-1} \mathrm{~d} z
$$

where $\Gamma$ is a contour surrounding $\sigma(a)$ in $U$, see Appendix A.2. The integral is well defined since the mapping $z \mapsto(z-a)^{-1}$ is continuous on $\Gamma$ by Theorem 11. By the Cauchy formula, the integral does not depend on the choice of $\Gamma$. The definition coincides with the previous definition for polynomials:

Proposition 35. Let $a$ be an element of a Banach algebra $\mathcal{A}$, let $\Gamma$ be a contour surrounding $\sigma(a)$. Let $p(z)=\sum_{j=0}^{n} \alpha_{j} z^{j}$ be a polynomial with complex coefficients $\alpha_{j}$. Then

$$
\frac{1}{2 \pi i} \int_{\Gamma} p(z)(z-a)^{-1} \mathrm{~d} z=\sum_{j=0}^{n} \alpha_{j} a^{j}
$$

Proof. It is sufficient to show that

$$
\frac{1}{2 \pi i} \int_{\Gamma} z^{k}(z-a)^{-1} \mathrm{~d} z=a^{k}
$$

for all $k \geq 0$. For $R>r(a)$ we have

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\Gamma} z^{k}(z-a)^{-1} \mathrm{~d} z=\frac{1}{2 \pi i} \int_{|z|=R} z^{k}(z-a)^{-1} \mathrm{~d} z=\frac{1}{2 \pi i} \int_{|z|=R} z^{k} \sum_{j=0}^{\infty} \frac{a^{j}}{z^{j+1}} \mathrm{~d} z \\
& =\frac{1}{2 \pi i} \int_{|z|=R}\left(z^{k-1}+a z^{k-2}+\cdots+a^{k-2} z+a^{k-1}+\sum_{j=0}^{\infty} \frac{a^{k+j}}{z^{j+1}}\right) \mathrm{d} z=a^{k}
\end{aligned}
$$

by the residue theorem.

Proposition 36. Let $a \in \mathcal{A}$, let $\Gamma$ be a contour surrounding $\sigma(a)$ and let $\frac{p(z)}{q(z)}$ be a rational function such that no zero of $q$ is surrounded by $\Gamma$. Then

$$
\frac{1}{2 \pi i} \int_{\Gamma} \frac{p(z)}{q(z)}(z-a)^{-1} \mathrm{~d} z=p(a) q(a)^{-1}
$$

(note that $q(a)^{-1}$ exists by Theorem 34).
Proof. We first prove that for $k=0,1, \ldots$ and for $\lambda \in \mathbb{C}$ not surrounded by $\Gamma$ we have

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} \frac{1}{(z-\lambda)^{k}}(z-a)^{-1} \mathrm{~d} z=(a-\lambda)^{-k} \tag{1}
\end{equation*}
$$

For $k=0$ this was proved in Proposition 35. Suppose that (1) is true for some $k \geq 0$. We have

$$
\begin{aligned}
(z-a)^{-1}-(\lambda-a)^{-1} & =(z-a)^{-1}((\lambda-a)-(z-a))(\lambda-a)^{-1} \\
& =(\lambda-z)(z-a)^{-1}(\lambda-a)^{-1} .
\end{aligned}
$$

Thus $(z-a)^{-1}=(\lambda-a)^{-1}+(a-\lambda)^{-1}(z-\lambda)(z-a)^{-1}$ and

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\Gamma} \frac{1}{(z-\lambda)^{k+1}}(z-a)^{-1} \mathrm{~d} z \\
& =\frac{1}{2 \pi i} \int_{\Gamma} \frac{1}{(z-\lambda)^{k+1}}(\lambda-a)^{-1} \mathrm{~d} z+\frac{(a-\lambda)^{-1}}{2 \pi i} \int_{\Gamma} \frac{1}{(z-\lambda)^{k}}(z-a)^{-1} \mathrm{~d} z \\
& =(a-\lambda)^{-(k+1)}
\end{aligned}
$$

by the induction assumption (the first integral is equal to 0 since the function $z \mapsto \frac{1}{(z-\lambda)^{k+1}}$ is analytic inside $\Gamma$ ).

Let now $\frac{p(z)}{q(z)}$ be an arbitrary rational function, let $\lambda_{1}, \ldots, \lambda_{n}$ be the roots of $q$ of multiplicities $k_{1}, \ldots, k_{n}$. Then $\frac{p(z)}{q(z)}$ can be expressed as

$$
\frac{p(z)}{q(z)}=p_{1}(z)+\sum_{j=1}^{n} \sum_{s=1}^{k_{j}} \frac{c_{j, s}}{\left(z-\lambda_{j}\right)^{s}}
$$

for some polynomial $p_{1}$ and complex numbers $c_{j, s}$. It is easy to verify that

$$
p(a) q(a)^{-1}=p_{1}(a)+\sum_{j=1}^{n} \sum_{s=1}^{k_{j}} c_{j, s}\left(a-\lambda_{j}\right)^{-s},
$$

and, by (1), we have

$$
\frac{1}{2 \pi i} \int_{\Gamma} \frac{p(z)}{q(z)}(z-a)^{-1} \mathrm{~d} z=p_{1}(a)+\sum_{j=1}^{n} \sum_{s=1}^{k_{j}} c_{j, s}\left(a-\lambda_{j}\right)^{-s}=p(a) q(a)^{-1}
$$

For a non-empty compact set $K \subset \mathbb{C}$ denote by $H_{K}$ the set of all functions analytic on a neighbourhood of $K$. We identify two such functions if they coincide on a neighbourhood of $K$. Thus, more precisely, $H_{K}$ is the algebra of all germs of functions analytic on a neighbourhood of $K$.

Theorem 37 (functional calculus). Let $a$ be an element of a Banach algebra $\mathcal{A}$. Then there exists a homomorphism $f \mapsto f(a)$ from the algebra $H_{\sigma(a)}$ into $\mathcal{A}$ with the following properties:
(i) if $f(z)=\sum_{i=0}^{n} \alpha_{i} z^{i}$ is a polynomial with complex coefficients $\alpha_{i}$, then $f(a)=$ $\sum_{i=0}^{n} \alpha_{i} a^{i}$;
(ii) $f(a) \in\{a\}^{\prime \prime}$ for each $f$;
(iii) if $U$ is a neighbourhood of $\sigma(a), f, f_{k}$ are analytic on $U$ and $f_{k} \rightarrow f$ uniformly on $U$, then $f_{k}(a) \rightarrow f(a)$;
(iv) $\sigma(f(a))=f(\sigma(a))$.

Properties (i) and (iii) determine this homomorphism uniquely.
Proof. Define

$$
f(a)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-a)^{-1} \mathrm{~d} z
$$

where $\Gamma$ is a contour surrounding $\sigma(a)$ in the domain of definition of $f$. The linearity of the mapping $f \mapsto f(a)$ is clear and (i) was proved in Proposition 35.
(ii) follows directly from the definition since $\{a\}^{\prime \prime}$ is a closed algebra containing $(z-a)^{-1}$ for every $z \in \Gamma$.
To prove (iii), we can replace $\Gamma$ by a contour $\Gamma^{\prime}$ surrounding $\sigma(a)$ in $U$. Then $f_{k}(z) \rightarrow f(z)$ uniformly on $\Gamma^{\prime}$ and (iii) is clear.

By Proposition 36, $\left(f_{1} f_{2}\right)(a)=f_{1}(a) f_{2}(a)$ if $f_{1}, f_{2}$ are rational functions with poles outside $\sigma(a)$. By the Runge theorem, any $f \in H_{\sigma(a)}$ can be approximated uniformly on some neighbourhood of $\sigma(a)$ by rational functions, so we conclude that the mapping $f \mapsto f(a)$ is multiplicative. Since property (i) determines $f(a)$ uniquely for rational functions $f$, we see that properties (i) and (iii) determine the functional calculus uniquely.
It remains to prove (iv). If $\lambda \notin f(\sigma(a))$, then $g(z)=(f(z)-\lambda)^{-1}$ is a function analytic on a neighbourhood of $\sigma(a)$. Thus $(f(a)-\lambda) g(a)=1$ and $\lambda \notin \sigma(f(a))$.

Conversely, if $\lambda \in f(\sigma(a))$, then there exists $z_{0} \in \sigma(a)$ with $f\left(z_{0}\right)=\lambda$ and $f(z)-\lambda=\left(z-z_{0}\right) g(z)$ for some function $g \in H_{\sigma(a)}$. Then $f(a)-\lambda=\left(a-z_{0}\right) g(a)$ and, since $a-z_{0} \notin \operatorname{Inv}(\mathcal{A})$, we have $f(a)-\lambda \notin \operatorname{Inv}(\mathcal{A})$. Hence $\lambda \in \sigma(f(a))$.

We mention at least one important corollary of the functional calculus for the algebra of operators:

Corollary 38. Let $T$ be an operator on a Banach space $X$, $\operatorname{dim} X \geq 1$. Suppose that $U_{1}, U_{2}$ are disjoint open subsets of $\mathbb{C}$ such that $\sigma(T) \subset U_{1} \cup U_{2}$. Then there
exist closed subspaces $X_{1}, X_{2} \subset X$ such that $X=X_{1} \oplus X_{2}, T X_{i} \subset X_{i}$ and $\sigma\left(T \mid X_{i}\right) \subset U_{i} \quad(i=1,2)$.

Proof. Let $f: U_{1} \cup U_{2} \rightarrow \mathbb{C}$ be defined by $f\left|U_{1}=1, f\right| U_{2}=0$. Since $f^{2}=f$, the operator $P=f(T)$ is a projection. Set $X_{1}=P X$ and $X_{2}=(I-P) X$. Clearly, $X_{1}$ and $X_{2}$ are invariant with respect to $T$ and $X=X_{1} \oplus X_{2}$. Write $T_{i}=T \mid X_{i} \quad(i=1,2)$. We show that $\sigma\left(T_{1}\right) \subset U_{1}$. Let $\lambda \notin U_{1}$ and define $g$ : $U_{1} \cup U_{2} \rightarrow \mathbb{C}$ by $g(z)=(z-\lambda)^{-1} \quad\left(z \in U_{1}\right), g \mid U_{2}=0$. Then $(z-\lambda) g f=f$, and so $(T-\lambda) g(T) P=P$. We have $g(T) X_{1}=g(T) P X=P g(T) X \subset X_{1}$, and so the restriction of the last equality to $X_{1}$ gives $\left(T_{1}-\lambda\right) g(T) \mid X_{1}=I_{X_{1}}$, where $I_{X_{1}}$ denotes the identity operator on $X_{1}$. Thus $\lambda \notin \sigma\left(T_{1}\right)$ and $\sigma\left(T_{1}\right) \subset U_{1}$. Similarly, $\sigma\left(T_{2}\right) \subset U_{2}$.

The spaces $X_{1}, X_{2}$ given in the preceding corollary are called the spectral subspaces of $T$ corresponding to $U_{1}$ and $U_{2}$, respectively.

## Radical

We finish this section with the basic properties of a radical.
Definition 39. Let $\mathcal{A}$ be a Banach algebra, let $J \subset \mathcal{A}$ be a left ideal. We say that $J$ is a maximal left ideal if $J$ is proper and if the only proper left ideal containing $J$ is $J$ itself.

Similarly we define maximal right ideals.
Theorem 40. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) the closure of a proper left ideal is a proper left ideal;
(ii) every proper left ideal is contained in a maximal left ideal;
(iii) every maximal left ideal is closed.

Proof. (i) If $J \subset \mathcal{A}$ is a proper left ideal, $\operatorname{then} \operatorname{Inv}(\mathcal{A}) \cap J=\emptyset$. By Theorem 11, $\operatorname{dist}\left\{1_{\mathcal{A}}, J\right\} \geq 1$, and so $1_{\mathcal{A}} \notin \bar{J}$. Hence $\bar{J}$ is proper.
(ii) is an easy application of the Zorn lemma and (iii) follows from (i).

Theorem 41. Let $\mathcal{A}$ be a Banach algebra. The following sets are identical:
(i) the intersection of all maximal left ideals in $\mathcal{A}$;
(ii) the intersection of all maximal right ideals in $\mathcal{A}$;
(iii) the set of all $x \in \mathcal{A}$ such that $1-a x$ is invertible for every $a \in \mathcal{A}$;
(iv) the set of all $x \in \mathcal{A}$ such that $1-x a$ is invertible for every $a \in \mathcal{A}$.

Proof. By Theorem 29, the sets described in (iii) and (iv) are equal. It is sufficient to show the equivalence of (i) and (iii) since the equivalence of (ii) and (iv) can be proved similarly.

Suppose that $1-a x$ is invertible for all $a \in \mathcal{A}$ and let $J$ be a maximal left ideal such that $x \notin J$. Then $J+\mathcal{A} x$ is a left ideal containing $J$, and so $J+\mathcal{A} x=\mathcal{A}$. Thus there exists $a \in \mathcal{A}$ such that $1-a x \in J$. Since $1-a x \in \operatorname{Inv}(\mathcal{A})$, we conclude that $1 \in J$, a contradiction.

In the opposite direction, let $x$ be in the intersection of all maximal left ideals of $\mathcal{A}$. Suppose that there exists $a \in \mathcal{A}$ such that $1-a x$ is not invertible. Thus $\sigma(a x) \neq\{0\}$ and let $\lambda \in \sigma(a x)$ satisfy $|\lambda|=r(a x)>0$. By Theorem $14, \lambda-a x$ is a left topological divisor of zero, and so $\lambda-a x$ is not left invertible. Consequently, $\mathcal{A}(\lambda-a x)$ is a proper left ideal, and so there exists a maximal left ideal $J \supset$ $\mathcal{A}(\lambda-a x)$. We have $\lambda-a x \in J$ and $x \in J$, and so $1=\lambda^{-1}(\lambda-a x)+\lambda^{-1} a x \in J$, a contradiction.

Definition 42. The set of all $x$ with properties (i)-(iv) of the previous theorem is called the radical of $\mathcal{A}$ and denoted by $\operatorname{rad} \mathcal{A}$. Evidently, $\operatorname{rad} \mathcal{A}$ is a closed two-sided ideal of $\mathcal{A}$.

An algebra $\mathcal{A}$ is called semisimple if $\operatorname{rad} \mathcal{A}=\{0\}$.
Theorem 43. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) $\mathcal{A} / \operatorname{rad} \mathcal{A}$ is semisimple;
(ii) an element $x \in \mathcal{A}$ is invertible in $\mathcal{A}$ if and only if $x+\operatorname{rad} \mathcal{A}$ is invertible in $\mathcal{A} / \operatorname{rad} \mathcal{A}$;
(iii) if $x \in \operatorname{rad} \mathcal{A}$, then $\sigma(x)=\{0\}$.

Proof. (i) Denote by $\rho: \mathcal{A} \rightarrow \mathcal{A} / \operatorname{rad} \mathcal{A}$ the canonical projection. If $x \in \mathcal{A}, x \notin$ $\operatorname{rad} \mathcal{A}$, then there exists a maximal left ideal $J$ with $x \notin J$. Since $\operatorname{rad} \mathcal{A} \subset J$, it is easy to check that $J+\operatorname{rad} \mathcal{A}=\rho(J)$ is a maximal left ideal in $\mathcal{A} / \operatorname{rad} \mathcal{A}$ and $\rho(x)=x+\operatorname{rad} \mathcal{A} \notin \rho(J)$. Thus $x+\operatorname{rad} \mathcal{A} \notin \operatorname{rad}(\mathcal{A} / \operatorname{rad} \mathcal{A})$.

Since $x$ was an arbitrary element in $\mathcal{A} \backslash \operatorname{rad} \mathcal{A}$, the algebra $\mathcal{A} / \operatorname{rad} \mathcal{A}$ is semisimple.
(ii) If $x \in \operatorname{Inv}(\mathcal{A})$, then $\rho(x) \in \operatorname{Inv}(\mathcal{A} / \operatorname{rad} \mathcal{A})$ by Theorem 26. Conversely, if $\rho(x) \in$ $\operatorname{Inv}(\mathcal{A} / \operatorname{rad} \mathcal{A})$, then there exists $y \in \mathcal{A}$ such that $x y \in 1+\operatorname{rad} \mathcal{A}, y x \in 1+\operatorname{rad} \mathcal{A}$. By Theorem 41 (iii) and (iv), the elements $1+1(x y-1)=x y$ and $1+1(y x-1)=y x$ are invertible. Hence $x \in \operatorname{Inv}(\mathcal{A})$.
(iii) Let $x \in \operatorname{rad} \mathcal{A}$ and $\lambda \neq 0$. Then $\lambda-x=\lambda\left(1-\lambda^{-1} x\right)$, which is invertible by Theorem 41 (iii).

Theorem 44. $\mathcal{B}(X)$ is semisimple for every Banach space $X$ with $\operatorname{dim} X \geq 1$.
Proof. Let $T \in \mathcal{B}(X), T \neq 0$. Then $T x \neq 0$ for some non-zero $x \in X$. Choose $g \in X^{*}$ such that $g(T x)=1$ and define $S \in \mathcal{B}(X)$ by $S y=g(y) \cdot x \quad(y \in X)$. Then $S T x=x$, and so $1 \in \sigma(S T)$. By Theorem 41, $T \notin \operatorname{rad}(\mathcal{B}(X))$. Hence $\mathcal{B}(X)$ is semisimple.

## 2 Commutative Banach algebras

In this section we give a survey of basic results of the theory of commutative Banach algebras.

The most important example of a commutative Banach algebra is the algebra $C(K)$ of all complex-valued continuous functions defined on a non-empty compact space $K$ with the sup-norm $\|f\|=\sup \{|f(z)|: z \in K\}$. For further examples see 1.4 (iii), (iv), (vi).

In commutative algebras the notions of left, right and two-sided ideals coincide. In the same way, the notions of maximal left (right) ideals and left (right) topological divisors of zero coincide. We are going to speak only about ideals, maximal ideals and topological divisors of zero.

Theorem 1. Every maximal ideal in a commutative Banach algebra is closed and of codimension 1.

Proof. Let $J$ be a maximal ideal in $\mathcal{A}$. By Theorem 1.40, $J$ is closed. Furthermore, $\mathcal{A} / J$ is a commutative Banach algebra with no non-trivial ideals, and so every non-zero element of $\mathcal{A} / J$ is invertible. By Corollary 1.19, $\operatorname{dim} \mathcal{A} / J=1$.

Definition 2. Let $\mathcal{A}$ be a commutative Banach algebra. A linear functional $\varphi: \mathcal{A} \rightarrow$ $\mathbb{C}$ is called multiplicativeif $\varphi\left(1_{\mathcal{A}}\right)=1$ and $\varphi(x y)=\varphi(x) \varphi(y)$ for all $x, y \in \mathcal{A}$ (in other words, $\varphi$ is a homomorphism).

Multiplicative functionals are in 1-1 correspondence with maximal ideals.
Theorem 3. Let $\mathcal{A}$ be a commutative Banach algebra. Then:
(i) if $\varphi$ is a multiplicative functional on $\mathcal{A}$, then $\operatorname{Ker} \varphi$ is a maximal ideal;
(ii) if $J \subset \mathcal{A}$ is a maximal ideal in $\mathcal{A}$, then $\mathcal{A}=\left\{x+\lambda \cdot 1_{\mathcal{A}}: x \in J, \lambda \in \mathbb{C}\right\}$ and the mapping $\varphi: \mathcal{A} \rightarrow \mathbb{C}$ defined by $\varphi\left(x+\lambda \cdot 1_{\mathcal{A}}\right)=\lambda$ is a multiplicative functional. Clearly, $\operatorname{Ker} \varphi=J$.

Proof. An easy verification.
The set of all multiplicative functionals on a commutative Banach algebra $\mathcal{A}$ will be denoted by $\mathcal{M}(\mathcal{A})$. As the multiplicative functionals are in 1-1 correspondence with the maximal ideals, multiplicative functionals are frequently identified with the corresponding maximal ideals (we are not going to use this convention). From this reason $\mathcal{M}(\mathcal{A})$ is usually called the maximal ideal space.

Theorem 4. Let $x$ be an element of a commutative Banach algebra $\mathcal{A}$. Then:
(i) if $\varphi \in \mathcal{M}(\mathcal{A})$, then $\varphi(x) \in \sigma(x)$;
(ii) if $\lambda \in \sigma(x)$, then there exists $\varphi \in \mathcal{M}(\mathcal{A})$ such that $\varphi(x)=\lambda$;
(iii) an element $x \in \mathcal{A}$ is invertible if and only if $\varphi(x) \neq 0$ for every $\varphi \in \mathcal{M}(\mathcal{A})$.

Proof. (i) If $\varphi \in \mathcal{M}(\mathcal{A})$, then $x-\varphi(x) \cdot 1_{\mathcal{A}} \in \operatorname{Ker} \varphi$. Since $\operatorname{Ker} \varphi$ is a proper ideal, the element $x-\varphi(x) \cdot 1_{\mathcal{A}}$ is not invertible, and so $\varphi(x) \in \sigma(x)$.
(ii) If $\lambda \in \sigma(x)$, then $x-\lambda$ is contained in a proper ideal, and so there exists a maximal ideal containing $x-\lambda$. The corresponding multiplicative functional $\varphi$ then satisfies $\varphi(x-\lambda)=0$, and so $\varphi(x)=\lambda$.
(iii) Follows from (i) and (ii).

Corollary 5. Let $\mathcal{A}$ be a commutative Banach algebra. Then $\mathcal{M}(\mathcal{A}) \neq \emptyset$.
Theorem 6. Let $\varphi$ be a multiplicative functional on a commutative Banach algebra $\mathcal{A}$. Then $\varphi$ is continuous and $\|\varphi\|=1$.

Proof. For $x \in \mathcal{A}$ we have $\varphi(x) \in \sigma(x)$, and so $|\varphi(x)| \leq r(x) \leq\|x\|$. Thus $\|\varphi\| \leq 1$, and since $\varphi\left(1_{\mathcal{A}}\right)=1$, we have $\|\varphi\|=1$.

We consider the topology of pointwise convergence of multiplicative functionals on $M(\mathcal{A})$. The base of open neighbourhoods of a multiplicative functional $\varphi \in \mathcal{M}(\mathcal{A})$ is formed by the sets

$$
U_{x_{1}, \ldots, x_{n}, \varepsilon}=\left\{\psi \in \mathcal{M}(\mathcal{A}):\left|\psi\left(x_{i}\right)-\varphi\left(x_{i}\right)\right|<\varepsilon, i=1, \ldots, n\right\},
$$

where $x_{1}, \ldots, x_{n} \in \mathcal{A}, \varepsilon>0$.
Theorem 7. $\mathcal{M}(\mathcal{A})$ with the above-defined topology is a non-empty compact Hausdorff space.

Proof. $\mathcal{M}(\mathcal{A})$ is non-empty by Corollary 5 and Hausdorff by definition. Since the closed unit ball $B_{\mathcal{A}^{*}}$ of $\mathcal{A}^{*}$ is compact in the $w^{*}$-topology and $\mathcal{M}(\mathcal{A})$ is a $w^{*}$-closed subset of $B_{\mathcal{A}^{*}}$, we conclude that $\mathcal{M}(\mathcal{A})$ is compact.

Consider the Banach algebra $C(\mathcal{M}(\mathcal{A}))$ of all complex-valued continuous functions on the compact space $\mathcal{M}(\mathcal{A})$ with the sup-norm.

Definition 8. The mapping $G: \mathcal{A} \rightarrow C(\mathcal{M}(\mathcal{A}))$ defined by

$$
G(a)(\varphi)=\varphi(a) \quad(a \in \mathcal{A}, \varphi \in \mathcal{M}(\mathcal{A}))
$$

is called the Gelfand transform.
The Gelfand transform has the following properties:
Theorem 9. Let $\mathcal{A}$ be a commutative Banach algebra. Then:
(i) $G: \mathcal{A} \rightarrow C(\mathcal{M}(\mathcal{A}))$ is a continuous homomorphism, $\|G\|=1$;
(ii) $\|G(a)\|=r(a) \quad(a \in \mathcal{A})$;
(iii) $G(a)(\mathcal{M}(\mathcal{A}))=\sigma(a) \quad(a \in \mathcal{A})$;
(iv) $G(a)=0 \Longleftrightarrow \sigma(a)=\{0\} \Longleftrightarrow a \in \operatorname{rad} \mathcal{A}$.

Proof. (iii) We have $\{G(a)(\varphi): \varphi \in \mathcal{M}(\mathcal{A})\}=\{\varphi(a): \varphi \in \mathcal{M}(\mathcal{A})\}=\sigma(a)$.
(ii) By (iii), $\|G(a)\|=\sup \{|G(a)(\varphi)|: \varphi \in \mathcal{M}(\mathcal{A})\}=\sup \{|\lambda|: \lambda \in \sigma(a)\}=r(a)$.
(i) By (ii), $\|G\| \leq 1$. Since $\left\|G\left(1_{\mathcal{A}}\right)\right\|=r\left(1_{\mathcal{A}}\right)=1$, we have $\|G\|=1$.
(iv) The first equivalence follows from (ii). An element $a$ belongs to the radical if and only if it is contained in every maximal ideal, i.e., if $\varphi(a)=0$ for every $\varphi \in \mathcal{M}(\mathcal{A})$. This means that $\sigma(a)=\{0\}$.

The spectrum in commutative Banach algebras has a number of nice properties. The following result means the continuity of the spectrum.

Theorem 10. Let $\mathcal{A}$ be a commutative Banach algebra, $x, x_{k} \in \mathcal{A}(k \in \mathbb{N}), x_{k} \rightarrow x$. Then $\lambda \in \sigma(x)$ if and only if there exist points $\lambda_{k} \in \sigma\left(x_{k}\right) \quad(k=1,2, \ldots)$ such that $\lambda=\lim _{k \rightarrow \infty} \lambda_{k}$.

Proof. If $\lambda \in \sigma(x)$, then there exists $\varphi \in \mathcal{M}(\mathcal{A})$ with $\varphi(x)=\lambda$. Set $\lambda_{k}=\varphi\left(x_{k}\right)$. Then $\lambda_{k} \in \sigma\left(x_{k}\right)$ and $\lambda_{k} \rightarrow \lambda$.

Conversely, let $\lambda_{k} \in \sigma\left(x_{k}\right)$ and $\lambda_{k} \rightarrow \lambda$. For each $k$ there exists $\varphi_{k} \in \mathcal{M}(\mathcal{A})$ with $\varphi_{k}\left(x_{k}\right)=\lambda_{k}$. Set $\mu_{k}=\varphi_{k}(x) \in \sigma(x)$. Then
$\left|\lambda-\mu_{k}\right| \leq\left|\lambda-\lambda_{k}\right|+\left|\lambda_{k}-\mu_{k}\right|=\left|\lambda-\lambda_{k}\right|+\left|\varphi_{k}\left(x_{k}\right)-\varphi_{k}(x)\right| \leq\left|\lambda-\lambda_{k}\right|+\left\|x_{k}-x\right\| \rightarrow 0$.
Thus $\mu_{k} \rightarrow \lambda$ and $\lambda \in \sigma(x)$.
Theorem 11. Let $\mathcal{A}$ be a Banach algebra, $x, y \in A, x y=y x$. Then:
(i) $\sigma(x y) \subset \sigma(x) \cdot \sigma(y)$ and $\sigma(x+y) \subset \sigma(x)+\sigma(y)$;
(ii) $r(x y) \leq r(x) \cdot r(y)$ and $r(x+y) \leq r(x)+r(y)$.

In particular, the spectral radius in a commutative Banach algebra is an algebra seminorm.

Proof. Clearly, (ii) is a consequence of (i).
To prove (ii), suppose first that $\mathcal{A}$ is a commutative Banach algebra. Then

$$
\begin{aligned}
\sigma(x y) & =\{\varphi(x y): \varphi \in \mathcal{M}(\mathcal{A})\}=\{\varphi(x) \varphi(y): \varphi \in \mathcal{M}(\mathcal{A})\} \\
& \subset\{\varphi(x) \psi(y): \varphi, \psi \in \mathcal{M}(\mathcal{A})\}=\sigma(x) \cdot \sigma(y)
\end{aligned}
$$

In the same way, $\sigma(x+y) \subset \sigma(x)+\sigma(y)$.
In general, write $\mathcal{A}_{0}=\{x, y\}^{\prime \prime}$. By Lemma 1.24, $\mathcal{A}_{0}$ is a commutative Banach algebra and it is easy to check that $\sigma^{\mathcal{A}_{0}}(x)=\sigma^{\mathcal{A}}(x), \sigma^{\mathcal{A}_{0}}(y)=\sigma^{\mathcal{A}}(y), \sigma^{\mathcal{A}_{0}}(x y)=$ $\sigma^{\mathcal{A}}(x y)$ and $\sigma^{\mathcal{A}_{0}}(x+y)=\sigma^{\mathcal{A}}(x+y)$. Thus the result follows from the corresponding inclusions for the commutative Banach algebra $\mathcal{A}_{0}$.

The following result characterizes multiplicative functionals.
Theorem 12. (Gleason-Kahane-Żelazko) Let $\mathcal{A}$ be a commutative Banach algebra and let $\varphi: \mathcal{A} \rightarrow \mathbb{C}$ be a linear functional. Then $\varphi$ is multiplicative if and only if $\varphi(x) \in \sigma(x)$ for every $x \in \mathcal{A}$.

Proof. If $\varphi \in \mathcal{M}(\mathcal{A})$, then $\varphi(x) \in \sigma(x)$ for every $x \in \mathcal{A}$ by Theorem 4.
Suppose that $\varphi$ is a linear functional satisfying $\varphi(x) \in \sigma(x)$ for all $x \in \mathcal{A}$. Then $\varphi\left(1_{\mathcal{A}}\right)=1$. First, we prove the implication $\varphi(a)=0 \Rightarrow \varphi\left(a^{2}\right)=0$ for all $a \in \mathcal{A}$.

Let $\varphi(a)=0, n \geq 2$ and denote by $p$ the polynomial $p(\lambda)=\varphi\left((\lambda-a)^{n}\right)$. Let $\lambda_{1}, \ldots, \lambda_{n}$ be the roots of $p$. Since $0=p\left(\lambda_{i}\right)=\varphi\left(\left(\lambda_{i}-a\right)^{n}\right)$, we have $\left(\lambda_{i}-a\right)^{n} \notin$ $\operatorname{Inv}(\mathcal{A})$, and so $\lambda_{i}-a \notin \operatorname{Inv}(\mathcal{A})$. Thus $\lambda_{i} \in \sigma(a)$ for $i=1, \ldots, n$. We can write

$$
\begin{aligned}
p(\lambda) & =\left(\lambda-\lambda_{1}\right) \cdots\left(\lambda-\lambda_{n}\right)=\lambda^{n}-\lambda^{n-1} \sum_{i=0}^{n} \lambda_{i}+\lambda^{n-2} \sum_{i \neq j} \lambda_{i} \lambda_{j}+\cdots \\
& =\lambda^{n}-\lambda^{n-1} n \varphi(a)+\lambda^{n-2} \frac{n(n-1)}{2} \varphi\left(a^{2}\right)+\cdots .
\end{aligned}
$$

Thus we have $\sum \lambda_{i}=n \varphi(a)=0$ and $\sum_{i \neq j} \lambda_{i} \lambda_{j}=\frac{n(n-1)}{2} \varphi\left(a^{2}\right)$. We have $0=$ $\left(\sum \lambda_{i}\right)^{2}=\sum \lambda_{i}^{2}+2 \sum_{i \neq j} \lambda_{i} \lambda_{j}$, and so

$$
\left|\varphi\left(a^{2}\right)\right|=\frac{\left|2 \sum_{i \neq j} \lambda_{i} \lambda_{j}\right|}{n(n-1)}=\frac{\sum \lambda_{i}^{2}}{n(n-1)} \leq \frac{n(r(a))^{2}}{n(n-1)}=\frac{(r(a))^{2}}{n-1} .
$$

Letting $n \rightarrow \infty$ yields $\varphi\left(a^{2}\right)=0$.
Let $a \in \mathcal{A}$. Then $\varphi\left(a-\varphi(a) \cdot 1_{\mathcal{A}}\right)=0$, and so $\varphi\left(a^{2}-2 a \varphi(a)+(\varphi(a))^{2}\right)=0$, which implies $\varphi\left(a^{2}\right)=(\varphi(a))^{2}$.

Consequently, for $x, y \in \mathcal{A}$ we have

$$
\begin{aligned}
& (\varphi(x))^{2}+2 \varphi(x) \varphi(y)+(\varphi(y))^{2}=(\varphi(x)+\varphi(y))^{2}=(\varphi(x+y))^{2} \\
& =\varphi\left((x+y)^{2}\right)=\varphi\left(x^{2}\right)+2 \varphi(x y)+\varphi\left(y^{2}\right),
\end{aligned}
$$

and so $\varphi(x y)=\varphi(x) \varphi(y)$.
The Gelfand transform commutes with the functional calculus which was introduced in the previous section.

Theorem 13. Let $\mathcal{A}$ be a commutative Banach algebra, $x \in \mathcal{A}$ and let $f$ be a function analytic on a neighbourhood of $\sigma(x)$. Then:
(i) $\varphi(f(x))=f(\varphi(x))$ for all $\varphi \in \mathcal{M}(\mathcal{A})$;
(ii) $G(f(x))=f(G(x))$.

Proof. (i) We have $f(x)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-x)^{-1} \mathrm{~d} z$, where $\Gamma$ is a contour surrounding $\sigma(x)$. Since the integral is defined as a limit of Riemann's sums and $\varphi$ is continuous and multiplicative, we have

$$
\varphi(f(x))=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-\varphi(x))^{-1} \mathrm{~d} z=f(\varphi(x))
$$

The second statement follows from the definition of the Gelfand transform.
In commutative Banach algebras it is possible to introduce the notion of spectrum for $n$-tuples of elements.

Definition 14. Let $\mathcal{A}$ be a commutative Banach algebra, $x_{1}, \ldots, x_{n} \in \mathcal{A}$. The spectrum $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is the set

$$
\sigma\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\varphi\left(x_{1}\right) \ldots \varphi\left(x_{n}\right)\right): \varphi \in \mathcal{M}(\mathcal{A})\right\}
$$

Theorem 15. Let $x_{1}, \ldots, x_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$. Then:
(i) The spectrum $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is a non-empty compact subset of $\mathbb{C}^{n}$;
(ii) $\lambda \in \sigma\left(x_{1}, \ldots, x_{n}\right)$ if and only if the ideal $\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A}$ is proper, i.e., if $1_{\mathcal{A}} \notin\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A}$;
(iii) if $m<n$, then $\sigma\left(x_{1}, \ldots, x_{m}\right)=P \sigma\left(x_{1}, \ldots, x_{n}\right)$, where $P: \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is the natural projection onto the first $m$ coordinates.

Proof. (i) Since $\mathcal{M}(\mathcal{A}) \neq \emptyset$, the spectrum $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is also non-empty. The mapping $\varphi \mapsto\left(\varphi\left(x_{1}, \ldots, \varphi\left(x_{n}\right)\right)\right.$ from $\mathcal{M}(\mathcal{A})$ onto $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is continuous, and so $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is compact.
(ii) If $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma\left(x_{1}, \ldots, x_{n}\right)$, then there exists $\varphi \in \mathcal{M}(\mathcal{A})$ such that $\varphi\left(x_{i}\right)=$ $\lambda_{i} \quad(i=1, \ldots, n)$. Then $\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A}$ is contained in $\operatorname{Ker} \varphi$, and so it is a proper ideal.

Conversely, if $\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A}$ is a proper ideal, then it is contained in a maximal ideal. The corresponding multiplicative functional $\varphi$ satisfies $\varphi\left(x_{i}\right)=\lambda_{i} \quad(i=1, \ldots, n)$, and so $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma\left(x_{1}, \ldots, x_{n}\right)$.
(iii) Clear.

Theorem 16. Let $\mathcal{A}$ be a commutative Banach algebra with a finite number of generators $x_{1}, \ldots, x_{n}$ (i.e., $\mathcal{A}$ is the smallest closed algebra containing the elements $\left.x_{1}, \ldots, x_{n}\right)$. Then $\mathcal{M}(\mathcal{A})$ is homeomorphic to $\sigma\left(x_{1}, \ldots, x_{n}\right)$.

Proof. Consider the mapping $\Psi: \mathcal{M}(\mathcal{A}) \rightarrow \sigma\left(x_{1}, \ldots, x_{n}\right)$ defined by

$$
\Psi(\varphi)=\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right) \quad(\varphi \in \mathcal{M}(\mathcal{A}))
$$

Clearly, $\Psi$ is continuous and onto. It is sufficient to show that $\Psi$ is one-to-one. If $\varphi_{1}, \varphi_{2} \in \mathcal{M}(\mathcal{A})$ with $\Psi\left(\varphi_{1}\right)=\Psi\left(\varphi_{2}\right)$, then $\varphi_{1}\left(x_{i}\right)=\varphi_{2}\left(x_{i}\right)$ for all $i=1, \ldots, n$. Since $\mathcal{A}$ is generated by $x_{1}, \ldots, x_{n}$, we have $\varphi_{1}=\varphi_{2}$.

Denote by $\mathcal{P}(n)$ the set of all complex polynomials in $n$ variables. If $p \in \mathcal{P}(n)$ and $x_{1}, \ldots, x_{n} \in \mathcal{A}$, then we define $p\left(x_{1}, \ldots, x_{n}\right)$ in the natural way.

Definition 17. Let $K$ be a non-empty compact subset of $\mathbb{C}^{n}$. The polynomially convex hull of $K$ is the set

$$
\widehat{K}=\left\{z \in \mathbb{C}^{n}:|p(z)| \leq \max \{|p(w)|: w \in K\} \text { for every polynomial } p \in \mathcal{P}(n)\right\}
$$

A set $K$ is called polynomially convex if $\widehat{K}=K$.
In the case $n=1$ there is a simple characterization of polynomially convex sets: a non-empty compact subset $K \subset \mathbb{C}$ is polynomially convex if and only if $\mathbb{C} \backslash K$ is a connected set. Thus the polynomially convex hull of a compact subset $K$ of $\mathbb{C}$ is the union of $K$ with the bounded components of $\mathbb{C} \backslash K$.

Theorem 18. Let $\mathcal{A}$ be a commutative Banach algebra with a finite number of generators $x_{1}, \ldots, x_{n}$. Then $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is a polynomially convex subset of $\mathbb{C}^{n}$.

Proof. Fix $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ in the polynomially convex hull of $\sigma\left(x_{1}, \ldots, x_{n}\right)$. Then

$$
\begin{aligned}
|p(\lambda)| & \leq \sup \left\{\left|p\left(z_{1}, \ldots, z_{n}\right)\right|: z_{1}, \ldots, z_{n} \in \sigma\left(x_{1}, \ldots, x_{n}\right)\right\} \\
& =\sup \left\{\left|p\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right)\right|: \varphi \in \mathcal{M}(\mathcal{A})\right\} \\
& =\sup \left\{\left|\varphi\left(p\left(x_{1}, \ldots, x_{n}\right)\right)\right|: \varphi \in \mathcal{M}(\mathcal{A})\right\}=r\left(p\left(x_{1}, \ldots, x_{n}\right)\right) \\
& \leq\left\|p\left(x_{1}, \ldots, x_{n}\right)\right\|
\end{aligned}
$$

for each polynomial $p \in \mathcal{P}(n)$. Set $\mathcal{A}_{0}=\left\{p\left(x_{1}, \ldots, x_{n}\right): p \in \mathcal{P}(n)\right\}$ and let $\psi: \mathcal{A}_{0} \rightarrow \mathbb{C}$ be defined by $\psi: p\left(x_{1}, \ldots, x_{n}\right) \mapsto p(\lambda)$. Since $|\psi(y)| \leq\|y\|$ for all $y \in \mathcal{A}_{0}$, the definition of $\psi$ is correct and $\psi$ can be uniquely extended to a multiplicative functional (denoted also by $\psi$ ) on $\overline{\mathcal{A}}_{0}=\mathcal{A}$. Thus $\left(\lambda_{1}, \ldots, \lambda_{n}\right)=$ $\left(\psi\left(x_{1}\right), \ldots, \psi\left(x_{n}\right)\right) \in \sigma\left(x_{1}, \ldots, x_{n}\right)$, and so $\sigma\left(x_{1}, \ldots, x_{n}\right)$ is polynomially convex.

In particular, if $\mathcal{A}$ is generated by a single element $x$, then $\sigma^{\mathcal{A}}(x)$ has no holes ( $\mathbb{C} \backslash \sigma^{\mathcal{A}}(x)$ is connected).

Let $\mathcal{A}$ be a Banach algebra and $x_{1}, \ldots, x_{n} \in \mathcal{A}$. We denote by $\left\langle x_{1}, \ldots, x_{n}\right\rangle$ the closed subalgebra generated by the elements $x_{1}, \ldots, x_{n}$. By definition, $\left\langle x_{1}, \ldots, x_{n}\right\rangle$ contains the unit of $\mathcal{A}$.

## Examples 19.

(i) Let $K$ be a non-empty compact Hausdorff space and $C(K)$ the algebra of all continuous functions on $K$ with the sup-norm. It is not difficult to show that the multiplicative functionals on $C(K)$ are precisely the evaluations $\mathcal{E}_{\lambda} \quad(\lambda \in K)$ defined by $\mathcal{E}_{\lambda}(f)=f(\lambda)$. Thus $\mathcal{M}(C(K))$ is homeomorphic to $K$ and the Gelfand transform is the identical mapping.
For $f \in C(K)$, we have $\sigma^{C(K)}(f)=f(K)$.
(ii) If $K$ is a non-empty compact subset of $\mathbb{C}^{n}$ and $\mathcal{P}(K)$ the uniform closure on $K$ of all polynomials, then $\mathcal{M}(\mathcal{P}(K))$ can be identified with the polynomially convex hull $\widehat{K}$.
This applies also to the disc algebra $A(\mathbb{D})$, see Example 1.4 (iv), since $A(\mathbb{D})=$ $\mathcal{P}(\overline{\mathbb{D}})$.
(iii) Consider the Banach algebra $H^{\infty}$ of all bounded analytic functions on the open unit disc. The maximal ideal space $\mathcal{M}\left(H^{\infty}\right)$ is quite large and complicated. The celebrated corona theorem of Carleson says: if $f_{1}, \ldots, f_{n} \in H^{\infty}$ and $\inf _{z \in \mathbb{D}} \sum_{i=1}^{n}\left|f_{i}(z)\right|>0$, then $\sum f_{i} g_{i}=1$ for some $g_{i} \in H^{\infty}$. This can be reformulated as follows: the set of all evaluations $\mathcal{E}_{\lambda} \quad(\lambda \in \mathbb{D})$ is dense in $\mathcal{M}\left(H^{\infty}\right)$.
Thus $\sigma^{H^{\infty}}(f)=\overline{f(\mathbb{D})}$ for $f \in H^{\infty}$.
(iv) Let $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$ be the unit torus and let $\mathcal{A}$ be the algebra of all continuous functions on $\mathbb{T}$ with absolutely convergent Fourier series (i.e., $f(z)=\sum_{-\infty}^{\infty} \alpha_{i} z^{i}$ where $\left.\sum\left|\alpha_{i}\right|<\infty\right)$. It is easy to see that $\mathcal{M}(\mathcal{A})$ coincides with $\mathbb{T}$. Thus the Gelfand theory gives a very simple proof of the following Wiener theorem: if $f \in \mathcal{A}$ and $f(z) \neq 0 \quad(z \in \mathbb{T})$, then $1 / f \in \mathcal{A}$.
(v) Multiplicative functionals on $L^{1}$ (see Example 1.4 (vi)) are of the form

$$
f \mapsto \int_{-\infty}^{\infty} f(x) e^{i t x} \mathrm{~d} x
$$

where $t \in \mathbb{R}$. Thus $\mathcal{M}\left(L^{1} \oplus \mathbb{C}\right)$ coincides with the one-point compactification of $\mathbb{R}$. The Gelfand transform is closely connected with the Fourier transform.

In commutative Banach algebras it is possible to extend the functional calculus to analytic functions of $n$-variables. Here we formulate the result without proof since it will be an easy consequence of the more general Taylor functional calculus that will be discussed later. Recall that for a non-empty compact subset of $K \subset \mathbb{C}^{n}$ we denote by $H_{K}$ the algebra of all functions analytic on a neighbourhood of $K$ (more precisely, $H_{K}$ is the algebra of all germs of functions analytic on a neighbourhood of $K$ ).

Theorem 20. Let $\mathcal{A}$ be a commutative Banach algebra. To each finite family $a=$ $\left(a_{1}, \ldots, a_{n}\right)$ of elements of $\mathcal{A}$ and each function $f \in H_{\sigma(a)}$ it is possible to assign an element $f\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}$ such that the following conditions are satisfied:
(i) if $p\left(z_{1}, \ldots, z_{n}\right)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ is a polynomial in $n$ variables with complex coefficients $c_{\alpha}$, then $p(a)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} a_{1}^{\alpha_{1}} \cdots a_{n}^{\alpha_{n}}$;
(ii) the mapping $f \mapsto f\left(a_{1}, \ldots, a_{n}\right)$ is an algebra homomorphism from the algebra $H_{\sigma(a)}$ to $\mathcal{A}$;
(iii) if $\varphi \in \mathcal{M}(\mathcal{A})$ and $f \in H_{\sigma(a)}$, then

$$
\varphi\left(f\left(a_{1}, \ldots, a_{n}\right)\right)=f\left(\varphi\left(a_{1}\right), \ldots, \varphi\left(a_{n}\right)\right)
$$

(iv) $\sigma\left(f\left(a_{1}, \ldots, a_{n}\right)\right)=f\left(\sigma\left(a_{1}, \ldots, a_{n}\right)\right)$;
(v) if $U$ is a neighbourhood of $\sigma\left(a_{1}, \ldots, a_{n}\right), f, f_{k}(k \in \mathbb{N})$ are functions analytic on $U$ and $f_{k}$ converge to $f$ uniformly on $U$, then

$$
f_{k}\left(a_{1}, \ldots, a_{n}\right) \rightarrow f\left(a_{1}, \ldots, a_{n}\right)
$$

We finish this section with the basic properties of the Shilov boundary.
Let $K$ be a compact Hausdorff space. For a non-empty subset $M \subset K$ and a continuous function $f: K \rightarrow \mathbb{C}$ write $\|f\|_{M}=\sup \{|f(z)|: z \in M\}$.

Definition 21. Let $K$ be a non-empty compact Hausdorff space, let $\mathcal{A} \subset C(K)$ be an algebra of continuous functions containing the constant functions and separating the points of $K$. The Shilov boundary $\Gamma(K, \mathcal{A})$ is the subset of all points $x \in K$ with the following property: for every neighbourhood $U$ of $x$ there exists a function $f \in \mathcal{A}$ such that $\|f\|_{U}>\|f\|_{K \backslash U}$.

Theorem 22. Let $K$ be a non-empty compact Hausdorff space, let $\mathcal{A} \subset C(K)$ be an algebra of continuous functions containing the constant functions and separating the points of $K$. Then:
(i) $\Gamma(K, \mathcal{A})$ is a closed subset of $K$;
(ii) $\|f\|_{\Gamma(K, \mathcal{A})}=\|f\|_{K}$ for every $f \in \mathcal{A}$;
(iii) if $F$ is a closed subset of $K$ with the property that $\|f\|_{K}=\|f\|_{F}$ for all $f \in \mathcal{A}$, then $F \supset \Gamma(K, \mathcal{A})$.

Proof. (i) follows directly from the definition.
(iii) For $f \in \mathcal{A}$ write $S(f)=\left\{x \in K:|f(x)|=\|f\|_{K}\right\}$. Clearly, $S(f)$ is a nonempty compact subset of $K$ for every $f \in \mathcal{A}$. We say that a closed subset $F \subset K$ is maximizing if $\|f\|_{F}=\|f\|_{K}$ for every $f \in \mathcal{A}$. Obviously, $F$ is maximizing if and only if $S(f) \cap F \neq \emptyset$ for every $f \in \mathcal{A}$.

Let $F$ be a maximizing set and $x \in \Gamma(K, \mathcal{A})$. For every neighbourhood $U$ of $x$ there exists $f \in \mathcal{A}$ with $S(f) \subset U$, and so $F \cap U \neq \emptyset$. Since $U$ was an arbitrary neighbourhood of $x$ and $F$ is closed, we conclude that $x \in F$. This proves (iii).
(ii) Denote by $\mathcal{F}$ the family of all maximizing sets ordered by inclusion. If $\left\{F_{\alpha}\right\}_{\alpha}$ is a totally ordered subset of $\mathcal{F}$, then $F=\bigcap_{\alpha} F_{\alpha}$ is also a maximizing set. Indeed, for every $f \in \mathcal{A}, S(f) \cap F_{\alpha}$ is a totally ordered family of non-empty compact subsets of $K$, and so $F \cap S(f)=\bigcap_{\alpha}\left(S(f) \cap F_{\alpha}\right) \neq \emptyset$. Thus $F=\bigcap_{\alpha} F_{\alpha}$ is maximizing. By the Zorn lemma there exists a minimal maximizing set $F_{0}$.

By (iii), $\Gamma(K, \mathcal{A}) \subset F_{0}$. Conversely, let $x \in F_{0}$ and let $U$ be an open neighbourhood of $x$ in $K$. For every $y \in K \backslash U$ there exists $f_{y} \in \mathcal{A}$ with $f_{y}(x)=0$ and $f_{y}(y)=1$. Let $U_{y}=\left\{z \in K:\left|f_{y}(z)\right|>1 / 2\right\}$. Since the set $K \backslash U$ is compact, we
can find finitely many points $y_{1}, \ldots, y_{n} \in K \backslash U$ with $\bigcup U_{y_{i}} \supset K \backslash U$, and functions $f_{1}=f_{y_{1}}, \ldots, f_{n}=f_{y_{n}} \in \mathcal{A}$ such that

$$
U_{0}:=\left\{z \in K:\left|f_{i}(z)\right|<1 / 2 \quad(i=1, \ldots, n)\right\} \subset U
$$

Since $F_{0}$ is a minimal maximizing set, there exists $f \in \mathcal{A}$ such that $\|f\|_{F_{0} \backslash U_{0}}<$ $\|f\|_{F_{0}}=\|f\|_{K}$ (otherwise $F_{0} \backslash U_{0}$ would be a maximizing set smaller than $F_{0}$ ). We may assume that $\|f\|_{K}=1$ and, by replacing $f$ by a suitable power $f^{m}$ if necessary, $\|f\|_{F_{0} \backslash U_{0}}<\frac{1}{2 \max \left\{\left\|f_{1}\right\|_{K}, \ldots,,\left\|f_{n}\right\|_{K}\right\}}$. For $i=1, \ldots, n$ we have

$$
\left\|f f_{i}\right\|_{K}=\max \left\{\left\|f f_{i}\right\|_{F_{0} \backslash U_{0}},\left\|f f_{i}\right\|_{F_{0} \cap U_{0}}\right\}<1 / 2
$$

Let $y \in F_{0}$ be a point with the property that $|f(y)|=\|f\|_{K}=1$. Then $\left|f_{i}(y)\right|=$ $\left|\left(f f_{i}\right)(y)\right|<1 / 2 \quad(i=1, \ldots, n)$, and so $y \in U_{0}$. Thus $S(f) \subset U_{0} \subset U$ and $x \in \Gamma(K, \mathcal{A})$.

Hence $F_{0}=\Gamma(K, \mathcal{A})$ and $\Gamma(K, \mathcal{A})$ is a maximizing set.
Let $\mathcal{A}$ be a commutative Banach algebra. The Shilov boundary of $\mathcal{A}$ is the $\operatorname{set} \Gamma(\mathcal{A})=\Gamma(\mathcal{M}(\mathcal{A}), G(\mathcal{A}))$.

The Shilov boundary of a commutative Banach algebra $\mathcal{A}$ has the following properties:
Corollary 23. Let $\mathcal{A}$ be a commutative Banach algebra. Then:
(i) $\Gamma(\mathcal{A})$ is a non-empty closed subset of $\mathcal{M}(\mathcal{A})$;
(ii) $\max \{|\varphi(a)|: \varphi \in \Gamma(\mathcal{A})\}=\max \{|\varphi(a)|: \varphi \in \mathcal{M}(\mathcal{A})\}=r(a)$ for every $a \in \mathcal{A}$;
(iii) if $F$ is a closed subset of $M(\mathcal{A})$ satisfying $\max \{|\varphi(a)|: \varphi \in F\}=r(a)$ for every $a \in \mathcal{A}$, then $F \supset \Gamma(\mathcal{A})$;
(iv) if $\varphi \in \mathcal{M}(\mathcal{A})$, then $\varphi \in \Gamma(\mathcal{A})$ if and only if for every neighbourhood $U$ of $\varphi$ there exists $a \in \mathcal{A}$ such that

$$
\sup \{|\psi(a)|: \psi \in U\}>\sup \{|\psi(a)|: \psi \in \mathcal{M}(\mathcal{A}) \backslash U\}
$$

## 3 Approximate point spectrum in commutative Banach algebras

In this section we introduce and study the approximate point spectrum in commutative Banach algebras. This is, apart from the ordinary spectrum, the most important example of a spectrum.

All algebras in this section will be commutative.
Let $x_{1}, \ldots, x_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$. We will write

$$
d^{\mathcal{A}}\left(x_{1}, \ldots, x_{n}\right)=\inf \left\{\sum_{i=1}^{n}\left\|x_{i} z\right\|: z \in \mathcal{A},\|z\|=1\right\}
$$

If no confusion can arise we write simply $d\left(x_{1}, \ldots, x_{n}\right)$ instead of $d^{\mathcal{A}}\left(x_{1}, \ldots, x_{n}\right)$.

Clearly, an element $x_{1} \in \mathcal{A}$ is a topological divisor of zero in $\mathcal{A}$ if and only if $d^{\mathcal{A}}\left(x_{1}\right)=0$.

Lemma 1. Let $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$. Then:
(i) $d\left(x_{1}, \ldots, x_{n}\right) \leq \sum_{i=1}^{n}\left\|x_{i}\right\|$;
(ii) $\left|d\left(x_{1}, \ldots, x_{n}\right)-d\left(y_{1}, \ldots, y_{n}\right)\right| \leq \sum_{i=1}^{n}\left\|x_{i}-y_{i}\right\|$;
(iii) the function $d: \mathcal{A}^{n} \rightarrow\langle 0, \infty)$ is continuous, where $\mathcal{A}^{n}$ is considered with the product topology;
(iv) $d\left(x_{1}\right) d\left(y_{1}\right) \leq d\left(x_{1} y_{1}\right) \leq\left\|x_{1}\right\| d\left(y_{1}\right)$;
(v) if $x_{1}$ is invertible, then $d\left(x_{1}\right)=\left\|x^{-1}\right\|^{-1}$.

Proof. (i)-(iv) Clear.
(v) For $y \in \mathcal{A}$ we have $\|y\|=\left\|x_{1}^{-1} x_{1} y\right\| \leq\left\|x_{1}^{-1}\right\| \cdot\left\|x_{1} y\right\|$, and so $d\left(x_{1}\right) \geq\left\|x_{1}^{-1}\right\|^{-1}$. On the other hand, we have $\left\|x_{1} \cdot x_{1}^{-1}\right\|=\left\|1_{\mathcal{A}}\right\|=1$, and so $d\left(x_{1}\right) \leq\left\|x_{1}^{-1}\right\|^{-1}$.

Definition 2. Let $M$ be a subset of a commutative Banach algebra $\mathcal{A}$. We say that $M$ consists of joint topological divisors of zero if $d\left(x_{1}, \ldots, x_{n}\right)=0$ for every finite subset $\left\{x_{1}, \ldots, x_{n}\right\} \subset M$.

Theorem 3. $A$ set $M \subset A$ consists of joint topological divisors of zero if and only if there exists a net $\left(z_{\alpha}\right) \subset \mathcal{A}$ such that $\left\|z_{\alpha}\right\|=1$ for all $\alpha$ and $\lim _{\alpha} z_{\alpha} x=0$ for each $x \in M$.

Proof. If there exists such a net, then clearly $M$ consists of joint topological divisors of zero.

Suppose on the contrary that $M$ consists of joint topological divisors of zero. For each finite subset $F \subset M$ and each $k \in \mathbb{N}$ there exists an element $z_{F, k} \in \mathcal{A}$ such that $\left\|z_{F, k}\right\|=1$ and $\sum_{x \in F}\left\|z_{F, k} x\right\| \leq k^{-1}$. Consider the order $(F, k) \leq\left(F^{\prime}, k^{\prime}\right)$ if and only if $F \subset F^{\prime}$ and $k \leq k^{\prime}$. Then the net $\left(z_{F, k}\right)_{F, k}$ satisfies the conditions of the theorem.

Theorem 4. Let $\left(z_{\alpha}\right)$ be a net of elements of a commutative Banach algebra $\mathcal{A}$ such that $\left\|z_{\alpha}\right\|=1$ for every $\alpha$. Then the set $M=\left\{x \in A: \lim _{\alpha} x z_{\alpha}=0\right\}$ is a closed ideal.

Proof. It is clear that $M$ is an ideal. Let $x \in \bar{M}$. For every $\varepsilon>0$ there exists $y \in M$ such that $\|x-y\|<\frac{\varepsilon}{2}$ and $\alpha_{0}$ such that $\left\|y z_{\alpha}\right\|<\frac{\varepsilon}{2}$ for all $\alpha \geq \alpha_{0}$. Then

$$
\left\|x z_{\alpha}\right\| \leq\left\|(x-y) z_{\alpha}\right\|+\left\|y z_{\alpha}\right\|<\varepsilon
$$

for all $\alpha \geq \alpha_{0}$. Hence $x \in M$ and $M$ is closed.
Corollary 5. Let $M \subset \mathcal{A}$ consist of joint topological divisors of zero. Then the smallest closed ideal containing $M$ consists of joint topological divisors of zero.

The following construction is very important in the study of topological divisors of zero.

Let $\mathcal{A}$ be a commutative Banach algebra. Denote by $\ell^{\infty}(\mathcal{A})$ the set of all bounded sequences of elements of $\mathcal{A}$. If we consider the pointwise algebraic operations and the norm $\left\|\left(a_{j}\right)_{j=1}^{\infty}\right\|=\sup _{j}\left\|a_{j}\right\|$, then $\ell^{\infty}(\mathcal{A})$ becomes a commutative Banach algebra. Denote by $c_{0}(\mathcal{A})$ the set of all sequences $\left(a_{j}\right)$ with $\lim _{j \rightarrow \infty} a_{j}=0$. Clearly, $c_{0}(\mathcal{A})$ is a closed ideal in $\ell^{\infty}(\mathcal{A})$. Denote by $Q(\mathcal{A})$ the quotient algebra $\ell^{\infty}(\mathcal{A}) / c_{0}(\mathcal{A})$.

The elements of $Q(\mathcal{A})$ can be considered as bounded sequences of elements of $\mathcal{A}$ where we identify two sequences $\left(a_{j}\right)$ and $\left(a_{j}^{\prime}\right)$ whenever they satisfy $\lim _{j \rightarrow \infty}\left\|a_{j}-a_{j}^{\prime}\right\|=0$. With this convention $\left\|\left(a_{j}\right)\right\|_{Q(\mathcal{A})}=\limsup _{j \rightarrow \infty}\left\|a_{j}\right\|$ and $Q(\mathcal{A})$ contains $\mathcal{A}$ as a subalgebra of constant sequences.

The most useful property of the algebra $Q(\mathcal{A})$ is that topological divisors of zero in $\mathcal{A}$ become divisors of zero in $Q(\mathcal{A})$.

Theorem 6. Let $\mathcal{A}$ be a commutative Banach algebra and let $a \in \mathcal{A}$. Then:
(i) $d^{\mathcal{A}}(a)=d^{Q(\mathcal{A})}(a)$ for all $a \in \mathcal{A}$;
(ii) if $a_{1}, \ldots, a_{n} \in \mathcal{A}$ and $d^{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right)=0$, then there exists $\tilde{b} \in Q(\mathcal{A})$ of norm 1 such that $\tilde{b} \cdot a_{i}=0$ for $i=1, \ldots, n$.

Proof. (i) Clearly, $d^{Q(\mathcal{A})}(a) \leq d^{\mathcal{A}}(a)$. Conversely, we have $\|a b\| \geq d^{\mathcal{A}}(a) \cdot\|b\|$ for all $b \in \mathcal{A}$. Let $\tilde{b}=\left(b_{j}\right) \in Q(\mathcal{A})$. Then

$$
\|a \tilde{b}\|_{Q(\mathcal{A})}=\limsup _{j \rightarrow \infty}\left\|a b_{j}\right\| \geq \limsup _{j \rightarrow \infty}\left(d^{\mathcal{A}}(a) \cdot\left\|b_{j}\right\|\right)=d^{\mathcal{A}}(a) \cdot\|\tilde{b}\|_{Q(\mathcal{A})}
$$

Thus $d^{Q(\mathcal{A})}(a) \geq d^{\mathcal{A}}(a)$.
(ii) If $d^{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right)=0$, then there exists a sequence $\tilde{b}=\left(b_{j}\right)$ of elements of $\mathcal{A}$ with $\left\|b_{j}\right\|=1 \quad(j=1,2, \ldots)$ and $\lim _{j \rightarrow \infty}\left\|a_{i} b_{j}\right\|=0$ for $i=1, \ldots, n$. Then $\|\tilde{b}\|_{Q(\mathcal{A})}=1$ and $a_{i} \tilde{b}=0 \quad(i=1, \ldots, n)$.

Theorem 7. Let $x_{0}, x_{1}, \ldots, x_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$ satisfying $d\left(x_{1}, \ldots, x_{n}\right)=0$. Then there exists $\lambda \in \mathbb{C}$ such that

$$
d\left(x_{0}-\lambda, x_{1}, \ldots, x_{n}\right)=0
$$

Proof. Regard $\mathcal{A}$ as a subalgebra of the algebra $Q(\mathcal{A})$ constructed above. Set

$$
J=\left\{\tilde{a}=\left(a_{i}\right) \in Q(\mathcal{A}): x_{r} \tilde{a}=0 \quad(r=1, \ldots, n)\right\}
$$

Then $J$ is a closed ideal in $Q(\mathcal{A})$ and, by the preceding lemma, $J \neq\{0\}$. Define the operator $T: J \rightarrow J$ by $T\left(\left(a_{i}\right)\right)=\left(x_{0} a_{i}\right)$.

Let $\lambda \in \partial \sigma^{\mathcal{B}(J)}(T)$. Then, by Theorem 1.28, there exist $\tilde{u}_{j} \in J(j \in \mathbb{N})$ such that $\left\|\tilde{u}_{j}\right\|_{Q(\mathcal{A})}=1$ and $\lim _{j \rightarrow \infty}\left\|(T-\lambda) \tilde{u}_{j}\right\|_{Q(\mathcal{A})}=\lim _{j \rightarrow \infty}\left\|\left(x_{0}-\lambda\right) \tilde{u}_{j}\right\|_{Q(\mathcal{A})}=0$.

For every $k \in \mathbb{N}$ there exists $j \in \mathbb{N}$ such that $\left\|\left(x_{0}-\lambda\right) \tilde{u}_{j}\right\|_{Q(\mathcal{A})}<k^{-1}$. As $\tilde{u}_{j} \in J$, we can find an element $z_{k}$ of the sequence $\tilde{u}_{j}$ such that $\left\|x_{r} z_{k}\right\|<$ $k^{-1} \quad(r=1, \ldots, n),\left\|\left(x_{0}-\lambda\right) z_{k}\right\|<k^{-1}$ and $1-k^{-1}<\left\|z_{k}\right\|<1+k^{-1}$. If we consider the sequence $\left(\frac{z_{k}}{\left\|z_{k}\right\|}\right)$, it is easy to see that $d\left(x_{0}-\lambda, x_{1}, \ldots, x_{n}\right)=0$.

Let $\mathcal{A}$ be a commutative Banach algebra. Denote by $\mathfrak{l}(\mathcal{A})$ the set of all ideals in $\mathcal{A}$ consisting of joint topological divisors of zero.

Corollary 8. Let $\mathcal{A}$ be a commutative Banach algebra and let $I \in \ngtr(\mathcal{A})$. Then there exists a maximal ideal $J$ such that $J \in \not(\mathcal{A})$ and $J \supset I$.

Proof. It follows easily from the Zorn lemma that there exists an ideal $J$ in $\ngtr(\mathcal{A})$ containing $I$ that is maximal in this class with respect to the inclusion. It is sufficient to show that $\operatorname{codim} J=1$.

If codim $J \geq 2$, then there exists $x \in \mathcal{A}$ such that $x \notin J+\mathbb{C} \cdot 1_{\mathcal{A}}$.
For every finite subset $F=\left\{x_{1}, \ldots, x_{n}\right\} \subset J$ set

$$
C_{F}=\left\{\lambda \in \mathbb{C}: d\left(x-\lambda, x_{1}, \ldots, x_{n}\right)=0\right\} .
$$

By the previous theorem, we have $C_{F} \neq \emptyset$. Moreover, $C_{F}$ is compact and $C_{F} \cap$ $C_{F^{\prime}} \supset C_{F \cup F^{\prime}} \neq \emptyset$ for all finite subsets $F, F^{\prime} \subset J$. Hence the system $\left\{C_{F}\right\}$ has the finite intersection property and there exists $\lambda \in \bigcap_{F} C_{F}$.

Let $J^{\prime}$ be the ideal generated by $J$ and $x-\lambda$. Then $J \subset J^{\prime}, J \neq J^{\prime}$ and, by Corollary 5 , we have $J^{\prime} \in \mathfrak{l}(\mathcal{A})$, which is a contradiction.

The set of all multiplicative functionals $\varphi \in \mathcal{M}(\mathcal{A})$ with $\operatorname{Ker} \varphi \in \ngtr(\mathcal{A})$ is called the cortex of $\mathcal{A}$ and denoted by cor $\mathcal{A}$.

Definition 9. Let $x_{1}, \ldots, x_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$. The approximate point spectrum $\tau\left(x_{1}, \ldots, x_{n}\right)$ is defined by

$$
\tau\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}: d\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\lambda_{n}\right)=0\right\}
$$

The approximate point spectrum has similar properties as the spectrum $\sigma$ defined in the previous section.

Theorem 10. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ be an $n$-tuple of elements of a commutative Banach algebra $\mathcal{A}$. Then:
(i) $\tau(x)=\left\{\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right): \varphi \in \operatorname{cor} \mathcal{A}\right\}$;
(ii) $\partial \sigma\left(x_{1}\right) \subset \tau\left(x_{1}\right) \subset \sigma\left(x_{1}\right)$;
(iii) $\operatorname{cor} \mathcal{A}$ is a non-empty compact subset of $\mathcal{M}(\mathcal{A})$ and $\tau(x)$ is a non-empty compact subsets of $\mathbb{C}^{n}$;
(iv) if $m \leq n$ and $P: \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ is the canonical projection onto the first $m$ coordinates, then $\tau\left(x_{1}, \ldots, x_{m}\right)=P \tau\left(x_{1}, \ldots, x_{n}\right)$;
(v) if $f=\left(f_{1}, \ldots, f_{m}\right)$ is an m-tuple of functions analytic in a neighbourhood of $\sigma(x)$, then $\tau(f(x))=f(\tau(x))$;
(vi) if $\mathcal{B}$ is a closed subalgebra of $\mathcal{A}$ and $x_{1}, \ldots, x_{n} \in \mathcal{B}$, then

$$
\tau^{\mathcal{B}}(x) \subset \tau^{\mathcal{A}}(x) \subset \sigma^{\mathcal{A}}(x) \subset \sigma^{\mathcal{B}}(x)
$$

(vii) the polynomially convex hulls of $\tau(x)$ and $\sigma(x)$ coincide, i.e.,

$$
\widehat{\tau}(x)=\widehat{\sigma}(x)=\sigma^{\langle x\rangle}(x)
$$

Proof. (i) If $\varphi \in \operatorname{cor} \mathcal{A}$, then $x_{i}-\varphi\left(x_{i}\right) \in \operatorname{Ker} \varphi \quad(i=1, \ldots, n)$, and so $\left(\varphi\left(x_{1}\right)\right.$, $\left.\ldots, \varphi\left(x_{n}\right)\right) \in \tau\left(x_{1}, \ldots, x_{n}\right)$. Conversely, if $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \tau\left(x_{1}, \ldots, x_{n}\right)$, then $d\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\lambda_{n}\right)=0$ and, by Corollary 8 , there is a $\varphi \in \operatorname{cor} \mathcal{A}$ such that $x_{i}-\lambda_{i} \in \operatorname{Ker} \varphi$ and $\varphi\left(x_{i}\right)=\lambda_{i} \quad(i=1, \ldots, n)$.
(ii) follows from Theorem 1.14.
(iii) Since $\tau\left(x_{1}\right) \supset \partial \sigma\left(x_{1}\right)$, the set $\tau\left(x_{1}\right)$ is non-empty. By (i), cor $\mathcal{A} \neq \emptyset$ and also $\tau\left(x_{1}, \ldots, x_{n}\right) \neq \emptyset$.

We show that $\operatorname{cor} \mathcal{A}$ is a closed subset of $\mathcal{M}(\mathcal{A})$. Let $\varphi_{\alpha}$ be a net of elements of $\operatorname{cor} \mathcal{A}$ and $\varphi_{\alpha} \rightarrow \varphi \in \mathcal{M}(\mathcal{A})$. Let $y_{1}, \ldots, y_{m} \in \operatorname{Ker} \varphi$ and $\varepsilon>0$. Then $\left|\varphi_{\alpha}\left(y_{j}\right)\right|<$ $\varepsilon / 2$ for all $j$ and all $\alpha$ sufficiently large. Further, $y_{j}-\varphi_{\alpha}\left(y_{j}\right) \cdot 1_{\mathcal{A}} \in \operatorname{Ker} \varphi_{\alpha}$ and there is a $u \in \mathcal{A}$ with $\|u\|=1$ and $\left\|\left(y_{j}-\varphi_{\alpha}\left(y_{j}\right)\right) u\right\|<\varepsilon / 2 \quad(j=1, \ldots, m)$. Then $\left\|y_{j} u\right\|<\varepsilon \quad(j=1, \ldots, m)$ and, consequently, $d\left(y_{1}, \ldots, y_{m}\right)=0$. Hence $\varphi \in \operatorname{cor} \mathcal{A}$ and $\operatorname{cor} \mathcal{A}$ is compact.

Consider the mapping $\varphi \mapsto\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right)$ from cor $\mathcal{A}$ onto $\tau\left(x_{1}, \ldots, x_{n}\right)$. The mapping is continuous and therefore $\tau\left(x_{1}, \ldots, x_{n}\right)$ is compact.
(iv) follows from (i).
(v) By Theorem 2.20, we have

$$
f(\tau(x))=\{f(\varphi(x)): \varphi \in \operatorname{cor} \mathcal{A}\}=\{\varphi(f(x)): \varphi \in \operatorname{cor} \mathcal{A}\}=\tau(f(x))
$$

(vi) The first inclusion follows from the inequality

$$
d^{\mathcal{A}}\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\lambda_{n}\right) \leq d^{\mathcal{B}}\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\lambda_{n}\right)
$$

for all $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$.
The second inclusion is clear. To show the third inclusion, let $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in$ $\sigma^{\mathcal{A}}\left(x_{1}, \ldots, x_{n}\right)$. Then there exists a multiplicative functional $\varphi \in \mathcal{M}(\mathcal{A})$ such that $\varphi\left(x_{i}\right)=\lambda_{i}(i=1, \ldots, n)$. The restriction $\psi=\varphi \mid \mathcal{B} \in \mathcal{M}(\mathcal{B})$ has the same property, and so $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma^{\mathcal{B}}\left(x_{1}, \ldots, x_{n}\right)$.
(vii) For each polynomial $p$ we have

$$
\begin{aligned}
\max \{|p(\lambda)|: \lambda \in \sigma(x)\} & =\max \{|\mu|: \mu \in \sigma(p(x))\} \\
& =\max \{|\mu|: \mu \in \tau(p(x))\}=\max \{|p(\lambda)|: \lambda \in \tau(x)\}
\end{aligned}
$$

Hence $\widehat{\tau}(x)=\widehat{\sigma}(x)$.

By Theorem 2.18, $\sigma^{\langle x\rangle}(x)$ is polynomially convex. By (vi), we have $\tau^{\langle x\rangle}(x) \subset$ $\tau^{\mathcal{A}}(x) \subset \sigma^{\mathcal{A}}(x) \subset \sigma^{\langle x\rangle}(x)$ and $\widehat{\tau}^{\langle x\rangle}(x)=\widehat{\sigma}^{\langle x\rangle}(x)$. Hence $\widehat{\sigma}^{\mathcal{A}}(x)=\sigma^{\langle x\rangle}(x)$.

If we replace the norm by the spectral radius in the definition of ideals consisting of joint topological divisors of zero, then we get similar results.

Let $\mathcal{A}$ be a commutative Banach algebra. Denote by $\gamma(\mathcal{A})$ the set of all ideals $J$ in $\mathcal{A}$ such that

$$
\inf \left\{\sum_{i=1}^{n} r\left(x_{i} y\right): y \in \mathcal{A}, r(y)=1\right\}=0
$$

for every finite subset $\left\{x_{1}, \ldots, x_{n}\right\} \subset J$.
This notion is closely related to the Shilov boundary $\Gamma(\mathcal{A})$ of the algebra $\mathcal{A}$.
Theorem 11. Let $\varphi$ be a multiplicative functional on a commutative Banach algebra $\mathcal{A}$. Then $\varphi \in \Gamma(\mathcal{A})$ if and only if $\operatorname{Ker} \varphi \in \gamma(\mathcal{A})$.

Proof. Let $\varphi \in \Gamma(\mathcal{A}), x_{1}, \ldots, x_{n} \in \operatorname{Ker} \varphi$ and $\varepsilon>0$.
Consider the neighbourhood

$$
U=\left\{\psi \in \mathcal{M}(\mathcal{A}):\left|\psi\left(x_{i}\right)\right|<\varepsilon \quad(i=1, \ldots, n)\right\}
$$

of $\varphi$ in $\mathcal{M}(\mathcal{A})$. By Corollary 2.23, there exists $y \in \mathcal{A}$ such that $r(y)=1$ and

$$
\sup \{|\psi(y)|: \psi \in \mathcal{M}(\mathcal{A}) \backslash U\}<1
$$

For a suitable power $z=y^{k}$ we have $r(z)=1$ and

$$
\sup \{|\psi(z)|: \psi \in \mathcal{M}(\mathcal{A}) \backslash U\}<\varepsilon
$$

Then

$$
\begin{aligned}
r\left(x_{i} z\right) & =\max \left\{\sup \left\{\left|\psi\left(x_{i} z\right)\right|: \psi \in U\right\}, \sup \left\{\left|\psi\left(x_{i} z\right)\right|: \psi \in \mathcal{M}(\mathcal{A}) \backslash U\right\}\right\} \\
& \leq \varepsilon \cdot \max \left\{1,\left\|x_{1}\right\|, \ldots,\left\|x_{n}\right\|\right\}
\end{aligned}
$$

Hence $\sum_{i=1}^{n} r\left(x_{i} z\right) \leq n \varepsilon \cdot \max \left\{1,\left\|x_{1}\right\|, \ldots,\left\|x_{n}\right\|\right\}$ and, consequently, $\operatorname{Ker} \varphi \in$ $\gamma(\mathcal{A})$.

In the opposite direction, let $\operatorname{Ker} \varphi \in \gamma(\mathcal{A})$. Let $x_{1}, \ldots, x_{n} \in \mathcal{A}, \varepsilon>0$ and let

$$
U=\left\{\psi \in \mathcal{M}(\mathcal{A}):\left|\psi\left(x_{i}\right)-\varphi\left(x_{i}\right)\right|<\varepsilon \quad(i=1, \ldots, n)\right\} .
$$

Then $y_{i}:=x_{i}-\varphi\left(x_{i}\right) \cdot 1_{\mathcal{A}} \in \operatorname{Ker} \varphi \quad(i=1, \ldots, n)$, and so there exists $z \in \mathcal{A}$ with $r(z)=1$ and $\sum_{i=1}^{n} r\left(z y_{i}\right)<\varepsilon / 2$.

If $\psi \in \mathcal{M}(\mathcal{A}) \backslash U$, then there exists $i \in\{1, \ldots, n\}$ with $\left|\psi\left(x_{i}\right)-\varphi\left(x_{i}\right)\right| \geq \varepsilon$. Then $\left|\psi\left(y_{i}\right)\right|=\left|\psi\left(x_{i}\right)-\varphi\left(x_{i}\right)\right| \geq \varepsilon$, and so

$$
|\psi(z)|=\frac{\left|\psi\left(z y_{i}\right)\right|}{\left|\psi\left(y_{i}\right)\right|} \leq \frac{r\left(z y_{i}\right)}{\varepsilon}<\frac{1}{2} .
$$

Hence

$$
1=r(z)=\sup \{|\psi(z)|: \psi \in U\}>\frac{1}{2} \geq \sup \{|\psi(z)|: \psi \in \mathcal{M}(\mathcal{A}) \backslash U\}
$$

and so $\varphi \in \Gamma(\mathcal{A})$.
Lemma 12. Let $J$ be an ideal in a commutative Banach algebra $\mathcal{A}$. Then $J \in \gamma(\mathcal{A})$ if and only if there exists a net $\left(z_{\alpha}\right)_{\alpha}$ of elements of $\mathcal{A}$ such that $r\left(z_{\alpha}\right)=1$ for all $\alpha$ and $\lim _{\alpha} r\left(x z_{\alpha}\right)=0$ for all $x \in J$.

Proof. Let $J \in \gamma(\mathcal{A})$. For every finite set $F \subset J$ and every $n \in \mathbb{N}$ find $z_{F, n} \in \mathcal{A}$ with $r\left(z_{F, n}\right)=1$ and $r\left(z_{F, n} x\right)<1 / n \quad(x \in F)$. As in Theorem 3 we can show that $\left(z_{F, n}\right)_{F, n}$ is the required net.

The opposite implication is clear.
Theorem 13. Let $I$ be an ideal in a commutative Banach algebra $\mathcal{A}$. Then $I \in \gamma(\mathcal{A})$ if and only if there exists a multiplicative functional $\varphi \in \Gamma(\mathcal{A})$ such that $I \subset \operatorname{Ker} \varphi$.

Proof. If $\varphi \in \Gamma(\mathcal{A})$ and $I \subset \operatorname{Ker} \varphi$, then $\operatorname{Ker} \varphi \in \gamma(\mathcal{A})$ by Theorem 11. Consequently, $I \in \gamma(\mathcal{A})$.

For the converse, let $I \in \gamma(\mathcal{A})$. By Theorem 2.11, the spectral radius is an algebra norm in the algebra $\mathcal{A} / \operatorname{rad} \mathcal{A}$. Let $\mathcal{B}$ be the completion of the algebra $(\mathcal{A} / \operatorname{rad} \mathcal{A}, r(\cdot))$ and let $\rho=\rho_{2} \rho_{1}: \mathcal{A} \rightarrow \mathcal{B}$ where $\rho_{1}: \mathcal{A} \rightarrow \mathcal{A} / \operatorname{rad} \mathcal{A}$ is the canonical projection and $\rho_{2}: \mathcal{A} / \operatorname{rad} \mathcal{A} \rightarrow \mathcal{B}$ the natural embedding. Clearly, $\rho$ is a continuous homomorphisms with dense range and we have $\|\rho(x)\|_{\mathcal{B}}=r(x)$ for each $x \in \mathcal{A}$. Using the spectral radius formula and the continuity of the spectral radius in the commutative Banach algebra $\mathcal{B}$ we see that the norm in $\mathcal{B}$ coincides with the spectral radius. In particular, $\gamma(\mathcal{B})=\not(\mathcal{B})$.

Using Corollary 5 we obtain that $\rho(I)$ is contained in an ideal in $\gamma(\mathcal{B})=\ngtr(\mathcal{B})$.
 $J=\rho^{-1}\left(J_{1}\right)$. Then $I \subset J$, and $J$ is a maximal ideal in $\mathcal{A}$ since it is of codimension 1. Furthermore, $J_{1} \in \gamma(\mathcal{B})$, and so there exists a net $\left(z_{\alpha}\right) \subset \mathcal{B}$ with $r\left(z_{\alpha}\right)=1$ and $r\left(z_{\alpha} u\right) \rightarrow 0$ for all $u \in J_{1}$. Since $\rho(\mathcal{A})$ is dense in $\mathcal{B}$, we can choose $\left(z_{\alpha}\right) \subset \rho(\mathcal{A})$. Since $\rho$ preserves the spectral radius, we can see that $J=\rho^{-1}\left(J_{1}\right) \in \gamma(\mathcal{A})$. By Theorem 11, $J=\operatorname{Ker} \varphi$ for some $\varphi \in \Gamma(\mathcal{A})$, and so $I \subset \operatorname{Ker} \varphi$.

Lemma 14. Let $x_{1}, \ldots, x_{n}, y$ be elements of a commutative Banach algebra $\mathcal{A}$. Then

$$
\sum_{i=1}^{n} r\left(x_{i} y\right) \geq d\left(x_{1}, \ldots, x_{n}\right) \cdot r(y)
$$

Proof. The inequality is clear if $d\left(x_{1}, \ldots, x_{n}\right)=0$.
Suppose that $c:=d\left(x_{1}, \ldots, x_{n}\right)>0$. Let $\mathcal{B}$ be the set of all formal power series in variables $t_{1}, \ldots, t_{n}$ of the form $\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} t^{\alpha}$ satisfying $\sum_{\alpha \in \mathbb{Z}_{+}^{n}}\left\|c_{\alpha}\right\|<\infty$,
where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), c_{\alpha} \in \mathcal{A}$ and $t^{\alpha}=t_{1}^{\alpha_{1}} \cdots t_{n}^{\alpha_{n}} \quad\left(\alpha \in \mathbb{Z}_{+}^{n}\right)$. Together with the naturally defined algebraic operations and the norm

$$
\left\|\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} t^{\alpha}\right\|=\sum_{\alpha \in \mathbb{Z}_{+}^{n}}\left\|c_{\alpha}\right\|,
$$

$\mathcal{B}$ is a commutative Banach algebra containing $\mathcal{A}$ as a subalgebra of constants. Set $u=\sum_{i=1}^{n} x_{i} t_{i}$. Then $\|u y\| \geq c \cdot\|y\|$ for all $y \in \mathcal{A}$. We can show easily by induction that

$$
\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k}} \frac{k!}{\alpha_{1}!\cdots \alpha_{n}!}\left\|x^{\alpha} y\right\| \geq c^{k}\|y\|
$$

and so

$$
\left\|u^{k} y\right\|=\left\|\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k}} \frac{k!}{\alpha_{1}!\cdots \alpha_{n}!} x^{\alpha} t^{\alpha} y\right\|=\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k}} \frac{k!}{\alpha_{1}!\cdots \alpha_{n}!}\left\|x^{\alpha} y\right\| \geq c^{k}\|y\|
$$

for all $y \in \mathcal{A}, k \in \mathbb{N}$. Thus $\left\|u^{k} y^{k}\right\| \geq c^{k}\left\|y^{k}\right\|$ and $r(u y) \geq c r(y)$ for all $y \in \mathcal{A}$. Hence

$$
c \cdot r(y) \leq r(u y) \leq \sum_{i=1}^{n} r\left(x_{i} t_{i} y\right) \leq \sum_{i=1}^{n} r\left(x_{i} y\right)
$$

for every $y \in \mathcal{A}$, since $r\left(t_{i}\right)=1 \quad(i=1, \ldots, n)$ and the spectral radius in $\mathcal{B}$ is subadditive and submultiplicative.

Corollary 15. Let $\mathcal{A}$ be a commutative Banach algebra. Then $\gamma(\mathcal{A}) \subset \not(\mathcal{A})$ and $\Gamma(\mathcal{A}) \subset \operatorname{cor} \mathcal{A}$.

Let $\mathcal{A}$ be a commutative Banach algebra. We have already studied the spectrum

$$
\sigma\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right): \varphi \in \mathcal{M}(\mathcal{A})\right\}
$$

and the approximate point spectrum

$$
\tau\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right): \varphi \in \operatorname{cor} \mathcal{A}\right\} .
$$

Another important closed subset of $\mathcal{M}(\mathcal{A})$ is the Shilov boundary $\Gamma(\mathcal{A})$. We define the Shilov spectrum $\sigma_{\Gamma}$ for $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{A}^{n}$ by

$$
\sigma_{\Gamma}\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right): \varphi \in \Gamma(\mathcal{A})\right\}
$$

It is easy to see that $\sigma_{\Gamma}$ has similar properties as the spectrum $\sigma$ and the approximate point spectrum $\tau$. Later we formulate a result of this kind for general spectral systems.

Theorem 16. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ be an $n$-tuple of elements of a commutative Banach algebra $\mathcal{A}$. Then:
(i) $\sigma_{\Gamma}(x)$ is a non-empty compact subset of $\mathbb{C}^{n}$ and $\sigma_{\Gamma}(x) \subset \tau(x) \subset \sigma(x)$;
(ii) if $f=\left(f_{1}, \ldots, f_{m}\right)$ is an m-tuple of functions analytic in a neighbourhood of $\sigma(x)$, then

$$
\sigma_{\Gamma}(f(x))=f\left(\sigma_{\Gamma}(x)\right)
$$

(iii) $\max \left\{|\lambda|: \lambda \in \sigma_{\Gamma}\left(x_{1}\right)\right\}=r\left(x_{1}\right)$ for all $x_{1} \in \mathcal{A}$;
(iv) the polynomially convex hulls of $\sigma_{\Gamma}(x)$ and $\sigma(x)$ coincide, i.e.,

$$
\widehat{\sigma}_{\Gamma}(x)=\widehat{\sigma}(x)=\sigma^{\langle x\rangle}(x) .
$$

In particular, $\partial \sigma\left(x_{1}\right) \subset \sigma_{\Gamma}\left(x_{1}\right) \subset \sigma\left(x_{1}\right)$.

## 4 Permanently singular elements and removability of spectrum

Let $\mathcal{A}, \mathcal{B}$ be Banach algebras. We say that $\mathcal{B}$ is an extension of $\mathcal{A}$ if there exists an isometrical homomorphism $\rho: \mathcal{A} \rightarrow \mathcal{B}$. If we identify $\mathcal{A}$ with the image $\rho(\mathcal{A})$ we can consider $\mathcal{A}$ as a closed subalgebra of $\mathcal{B}$ and write simply $\mathcal{A} \subset \mathcal{B}$.

In fact, if the homomorphism $\rho$ is only isomorphic, then we can renorm $\mathcal{B}$ such that $\rho$ becomes an isometrical embedding.

Theorem 1. Let $(\mathcal{B},\|\cdot\|)$ be a Banach algebra and $\mathcal{A} \subset \mathcal{B}$ a subalgebra. Let $k \geq 1$ and let $|\cdot|$ be an algebra norm on $\mathcal{A}$ satisfying

$$
k^{-1}|a| \leq\|a\| \leq k|a| \quad(a \in \mathcal{A})
$$

Then there exists an algebra norm $|\|\cdot\|| \mid$ on $\mathcal{B}$ equivalent to $\|\cdot\|$ such that $|||a| \|=|a|$ for every $a \in \mathcal{A}$.
Proof. Consider the bounded semigroup $S=\{a \in \mathcal{A}:|a| \leq 1\}$. By Theorem 1.32, there exists an algebra norm $\|\cdot\|^{\prime}$ on $\mathcal{B}$ such that

$$
k^{-1}\|b\| \leq\|b\|^{\prime} \leq k\|b\|
$$

for every $b \in \mathcal{B}$ and $\|a\|^{\prime} \leq|a| \quad(a \in \mathcal{A})$.
Define the new norm $\|\|\cdot\| \mid$ on $\mathcal{B}$ by

$$
\left\|\left||b| \|=\inf \left\{|a|+k^{2}\|b-a\|^{\prime}: a \in \mathcal{A}\right\} .\right.\right.
$$

For $a \in \mathcal{A}$ we have $\||a|\| \leq|a|$ and

$$
\begin{aligned}
\||a|\| & =\inf \left\{\left|a_{1}\right|+k^{2}\left\|a-a_{1}\right\|^{\prime}: a_{1} \in \mathcal{A}\right\} \geq \inf _{a_{1} \in \mathcal{A}}\left(\left|a_{1}\right|+k\left\|a-a_{1}\right\|\right) \\
& \geq \inf _{a_{1} \in \mathcal{A}}\left(\left|a_{1}\right|+\left|a-a_{1}\right|\right) \geq|a|
\end{aligned}
$$

Hence $\||a|\|=|a|$ for every $a \in \mathcal{A}$.

For $b \in \mathcal{B}$ we have $\||b|\| \leq k^{2}\|b\|^{\prime} \leq k^{3}\|b\|$ and

$$
\|\mid\| b\left\|\left\|=\inf \left\{|a|+k^{2}\|b-a\|^{\prime}: a \in \mathcal{A}\right\} \geq \inf _{a \in \mathcal{A}}\left(k^{-1}\|a\|+k\|b-a\|\right) \geq k^{-1}\right\| b\right\|
$$

Hence $|||\cdot|||$ is a norm on $\mathcal{B}$ equivalent to $\|\cdot\|$.
It remains to show the submultiplicativity of $|\|\cdot \mid\|$. We have

$$
\begin{aligned}
\left\|\left\|b_{1}\left|\|\cdot\| b_{2}\right|\right\|=\right. & \inf _{a_{1}, a_{2} \in \mathcal{A}}\left(\left(\left|a_{1}\right|+k^{2}\left\|b_{1}-a_{1}\right\|^{\prime}\right) \cdot\left(\left|a_{2}\right|+k^{2}\left\|b_{2}-a_{2}\right\|^{\prime}\right)\right) \\
\geq & \inf _{a_{1}, a_{2} \in \mathcal{A}}\left(\left|a_{1}\right| \cdot\left|a_{2}\right|+k^{2}\left(\left\|a_{1}\right\|^{\prime} \cdot\left\|b_{2}-a_{2}\right\|^{\prime}+\left\|b_{1}-a_{1}\right\|^{\prime} \cdot\left\|a_{2}\right\|^{\prime}\right.\right. \\
& \left.\left.\quad\left\|b_{1}-a_{1}\right\|^{\prime} \cdot\left\|b_{2}-a_{2}\right\|^{\prime}\right)\right) \\
\geq & \inf _{a_{1}, a_{2} \in \mathcal{A}}\left(\left|a_{1} a_{2}\right|+k^{2}\left\|b_{1} b_{2}-a_{1} a_{1}\right\|^{\prime}\right) \geq\left\|b_{1} b_{2}\right\| \|
\end{aligned}
$$

By Theorem 1.27 (ii), a topological divisor of zero is singular (= non-invertible) in any extension $\mathcal{B} \supset \mathcal{A}$. For commutative Banach algebras the opposite statement is also true.

Definition 2. An element $x$ in a commutative Banach algebra $\mathcal{A}$ is called permanently singular if it is singular in each commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$.

Theorem 3. Let $x$ be an element of a commutative Banach algebra $\mathcal{A}$. Then $x$ is permanently singular if and only if it is a topological divisor of zero.

Proof. Let $x \in \mathcal{A}$ be a topological divisor of zero and let $\mathcal{B}$ be a commutative extension of $\mathcal{A}$. Then there exists a sequence $\left(u_{k}\right)_{k=1}^{\infty} \subset \mathcal{A},\left\|u_{k}\right\|=1 \quad(k=1,2, \ldots)$ such that $\lim _{k \rightarrow \infty} u_{k} x=0$. Suppose on the contrary that $x$ is invertible in $\mathcal{B}$, so there exists $y \in \mathcal{B}$ such that $x y=1$. Then $1=\left\|u_{k}\right\|=\left\|u_{k} x y\right\| \leq\left\|u_{k} x\right\| \cdot\|y\| \rightarrow 0$, a contradiction.

In the opposite direction, suppose that $x \in \mathcal{A}$ is not a topological divisor of zero. Let $q=\left(d^{\mathcal{A}}(x)\right)^{-1}$, so $\|a\| \leq q\|a x\|$ for all $a \in \mathcal{A}$. Consider the algebra $\mathcal{C}$ of all power series $\sum_{i=0}^{\infty} a_{i} b^{i}$ with coefficients $a_{i} \in \mathcal{A}$ in one variable $b$ such that

$$
\left\|\sum_{i=0}^{\infty} a_{i} b^{i}\right\|=\sum_{i=0}^{\infty}\left\|a_{i}\right\| q^{i}<\infty .
$$

With the multiplication given by

$$
\left(\sum_{i=0}^{\infty} a_{i} b^{i}\right) \cdot\left(\sum_{j=0}^{\infty} a_{j}^{\prime} b^{j}\right)=\sum_{k=0}^{\infty} b^{k}\left(\sum_{i+j=k} a_{i} a_{j}^{\prime}\right)
$$

$\mathcal{C}$ is a commutative Banach algebra containing $\mathcal{A}$ as a subalgebra of constants. Let $J$ be the closed ideal generated by the element $1-x b$ and set $\mathcal{B}=\mathcal{C} / J$.

Let $\rho: \mathcal{A} \rightarrow \mathcal{B}$ be the composition of the embedding $\mathcal{A} \rightarrow \mathcal{C}$ and the canonical homomorphism $\mathcal{C} \rightarrow \mathcal{B}=\mathcal{C} / J$. Then

$$
\rho(x) \cdot(b+J)=(x+J)(b+J)=1_{\mathcal{A}}+J=1_{\mathcal{B}},
$$

and so it is sufficient to show that $\rho$ is an isometry, i.e., that for each $a \in \mathcal{A}$ we have $\|a\|_{\mathcal{A}}=\|\rho(a)\|_{\mathcal{B}}$.

Obviously, $\|\rho(a)\|_{\mathcal{B}}=\inf _{c \in \mathcal{C}}\|a+(1-x b) c\|_{\mathcal{C}} \leq\|a\|_{\mathcal{A}}$.
Conversely, let $c=\sum_{i=0}^{\infty} a_{i} b^{i} \in \mathcal{C}$. So $\sum_{i=0}^{\infty}\left\|a_{i}\right\| q^{i}<\infty$ and

$$
\begin{aligned}
\| a & +(1-x b) c\left\|_{\mathcal{C}}=\right\|\left(a+a_{0}\right)+\sum_{i=1}^{\infty} b^{i}\left(a_{i}-a_{i-1} x\right) \|_{\mathcal{C}} \\
& =\left\|a+a_{0}\right\|+\sum_{i=1}^{\infty}\left\|a_{i}-a_{i-1} x\right\| q^{i} \geq\|a\|-\left\|a_{0}\right\|+\sum_{i=1}^{\infty} q^{i}\left(\left\|a_{i-1} x\right\|-\left\|a_{i}\right\|\right) \\
& \geq\|a\|-\left\|a_{0}\right\|+\sum_{i=1}^{\infty}\left(q^{i-1}\left\|a_{i-1}\right\|-q^{i}\left\|a_{i}\right\|\right)=\lim _{k \rightarrow \infty}\left(\|a\|-q^{k}\left\|a_{k}\right\|\right)=\|a\|
\end{aligned}
$$

Hence $\rho$ is an isometry and $\mathcal{B}$ is the required extension of $\mathcal{A}$.
Corollary 4. Let $x$ be an element of a commutative Banach algebra $\mathcal{A}$. Then

$$
\tau^{\mathcal{A}}(x)=\bigcap_{\mathcal{B} \supset \mathcal{A}} \sigma^{\mathcal{B}}(x)
$$

(the intersection of all subsets of $\mathbb{C}$ that are of the form $\sigma^{\mathcal{B}}(x)$ for some commutative extension $\mathcal{B} \supset \mathcal{A})$.

In fact, a stronger result is true - there is a single extension $\mathcal{B} \supset \mathcal{A}$ such that $\tau^{\mathcal{A}}(a)=\sigma^{\mathcal{B}}(x)$. To show this we need several lemmas.

Lemma 5. Let $\mathcal{A}$ be a commutative Banach algebra, $x \in \mathcal{A}$, let $G$ be an open connected subset of $\mathbb{C} \backslash \tau(x)$, let $U$ be a non-empty open subset of $G$. Suppose that $f: G \rightarrow \mathcal{A}$ and $g: U \rightarrow \mathcal{A}$ are analytic functions satisfying

$$
\begin{equation*}
f(z)=(x-z) g(z) \quad(z \in U) \tag{1}
\end{equation*}
$$

Then it is possible to extend $g$ to an analytic function on $G$ (it is clear that the extension, denoted also by $g$, satisfies (1) for all $z \in G$ ).

Proof. Denote by $G_{0}$ the set of all $z \in G$ such that there exists an analytic solution of (1) in a neighbourhood of $z$. Since for $z \in G$ the value of $g(z)$ is determined by (1) uniquely, it is sufficient to show that $G_{0}=G$.

Let $\lambda \in G$ and let $\varphi:\langle 0,1\rangle \rightarrow G$ be a continuous function with $\varphi(0) \in U \subset$ $G_{0}$ and $\varphi(1)=\lambda$. Let $Z=\{\varphi(t): t \in\langle 0,1\rangle\}$ and let $r$ be a positive constant satisfying $\operatorname{dist}\{Z, \mathbb{C} \backslash G\}>r$ and $\inf _{z \in Z} d(x-z) \geq r$. Let $M=\max \{\|f(z)\|$ :
$\operatorname{dist}\{z, Z\} \leq r\}$. Let $\mu \in G_{0} \cap Z$. Then there exist a neighbourhood $U_{1}$ of $\mu$ and an analytic function $g: U_{1} \rightarrow \mathcal{A}$ such that $U_{1} \subset G, f(z)=(x-z) g(z) \quad\left(z \in U_{1}\right)$, and $f(z)=\sum_{i=0}^{\infty} f_{i}(z-\mu)^{i}, g(z)=\sum_{i=0}^{\infty} g_{i}(z-\mu)^{i} \quad\left(z \in U_{1}\right)$ for some coefficients $f_{i}, g_{i} \in \mathcal{A} \quad(i=0,1, \ldots)$. By the Cauchy formulas, $\left\|f_{i}\right\| \leq \frac{M}{r^{i}} \quad(i=0,1, \ldots)$. Furthermore,

$$
\begin{aligned}
\sum_{i=0}^{\infty} f_{i}(z-\mu)^{i} & =f(z)=(x-z) g(z)=((x-\mu)-(z-\mu)) \sum_{i=0}^{\infty} g_{i}(z-\mu)^{i} \\
& =(x-\mu) g_{0}+\sum_{i=1}^{\infty}(z-\mu)^{i}\left((x-\mu) g_{i}-g_{i-1}\right)
\end{aligned}
$$

for all $z \in U_{1}$. Thus $f_{0}=(x-\mu) g_{0}$ and $(x-\mu) g_{i}=g_{i-1}+f_{i} \quad(i \geq 1)$. Hence $\left\|g_{0}\right\| \leq$ $d(x-\mu)^{-1}\left\|f_{0}\right\| \leq r^{-1} M$ and $\left\|g_{i}\right\| \leq d(x-\mu)^{-1}\left(\left\|g_{i-1}\right\|+\left\|f_{i}\right\|\right) \leq r^{-1}\left(\left\|g_{i-1}\right\|+\right.$ $\left.M r^{-i}\right)$. It is easy to show by induction that $\left\|g_{i}\right\| \leq(i+1) M r^{-(i+1)} \quad(i=1,2, \ldots)$. Thus the series $\sum_{i=0}^{\infty} g_{i}(z-\mu)^{i}$ converges for $|z-\mu|<r$, and so $\{z:|z-\mu|<$ $r\} \subset G_{0}$.

Let $t_{0}=\sup \left\{t \in\langle 0,1\rangle: \varphi(s) \in G_{0}\right.$ for every $\left.s, 0 \leq s \leq t\right\}$. It is easy to check that $t_{0}=1$, and so $\lambda \in G_{0}$. Hence $G_{0}=G$.

Lemma 6. Let $a, x$ be elements of a commutative Banach algebra $\mathcal{A}$, let $U$ be an open neighbourhood of $\tau(x)$ and let $g: U \rightarrow \mathcal{A}$ be an analytic function satisfying $a=(x-z) g(z) \quad(z \in U)$. Then $a=0$.

Proof. Let $G$ be a component of $\mathbb{C} \backslash \tau(x)$. Obviously, $U \cap G \neq \emptyset$. By Lemma 5 , there is an analytic function $g_{G}: G \rightarrow \mathcal{A}$ satisfying $a=(x-z) g_{G}(z) \quad(z \in G)$. Since the function $g_{G}$ is uniquely determined on $G$, it coincides with $g$ on $G \cap U$. Hence the function $g$ can be extended to an entire function (denoted also by $g$ ) satisfying $a=(x-z) g(z) \quad(z \in \mathbb{C})$. For $|z|>\|x\|$ we have $g(z)=(x-z)^{-1} a$. Thus $g(z) \rightarrow 0$ as $z \rightarrow \infty$. By the Liouville theorem, $g=0$, and so $a=(x-z) g(z)=0$.

Let $\mathcal{A}$ be a commutative Banach algebra and let $U$ be an open subset of the complex plane. Denote by $H^{\infty}(U, \mathcal{A})$ the algebra of all bounded analytic functions $f: U \rightarrow \mathcal{A}$ with the norm $\|f\|_{U}=\sup \{\|f(z)\|: z \in U\}$. Clearly, $H^{\infty}(U, \mathcal{A})$ is a commutative Banach algebra.

Lemma 7. Let $\mathcal{A}$ be a commutative Banach algebra, $x \in \mathcal{A}$, let $U$ be an open neighbourhood of $\tau(x)$, Then there exists a constant $k>0$ such that $\|a\| \leq k \cdot\|g\|_{U}$ whenever $a \in \mathcal{A}, f, g \in H^{\infty}(U, \mathcal{A})$ and $a=g(z)+(x-z) f(z) \quad(z \in U)$.

Proof. Without loss of generality we can assume that $U$ is bounded. Suppose on the contrary that there exist $a_{n} \in \mathcal{A}, f_{n}, g_{n} \in H^{\infty}(U, \mathcal{A}) \quad(n=1,2, \ldots)$ such that

$$
a_{n}=g_{n}(z)+(x-z) f_{n}(z) \quad(z \in U, n=1,2, \ldots)
$$

$\left\|a_{n}\right\|=1$, and $\left\|g_{n}\right\|_{U} \rightarrow 0 \quad(n \rightarrow \infty)$.

Consider the algebra $Q(\mathcal{A})=\ell^{\infty}(\mathcal{A}) / c_{0}(\mathcal{A})$ defined in Section 3. The elements of $Q(\mathcal{A})$ are bounded sequences of elements of $\mathcal{A}$ with the norm $\left\|\left(u_{n}\right)\right\|_{Q(\mathcal{A})}=\lim \sup _{n \rightarrow \infty}\left\|u_{n}\right\| ;$ we identify sequences $\left(u_{n}\right)$ and $\left(v_{n}\right)$ in $Q(\mathcal{A})$ if $\lim _{i \rightarrow \infty}\left\|u_{i}-v_{i}\right\|=0$.

Write $\tilde{a}=\left(a_{n}\right) \in Q(\mathcal{A})$. Then $\|\tilde{a}\|_{Q(\mathcal{A})}=\lim \sup _{i \rightarrow \infty}\left\|a_{i}\right\|=1$. Define $\tilde{g}: U \rightarrow Q(\mathcal{A})$ by $\tilde{g}(z)=\left(g_{n}(z)\right)_{n}$. Since $\left\|g_{n}\right\|_{U} \rightarrow 0$ we have $\tilde{g}=0$. Let $Z=$ $\{z \in U: \operatorname{dist}\{z, \tau(x)\} \geq 1 / 2 \operatorname{dist}\{\tau(x), \mathbb{C} \backslash U\}$. The continuity of the function $z \mapsto d(x-z)$ implies that $d(x-z) \geq r \quad(z \in Z)$ for some positive $r$. Thus, using the maximum modulus principle,

$$
\begin{aligned}
\sup _{n}\left\|f_{n}(z)\right\|_{U} & =\sup _{n}\left\|f_{n}(z)\right\|_{Z} \leq r^{-1} \sup _{n}\left\|(x-z) f_{n}(z)\right\|_{Z} \\
& =r^{-1} \sup _{n}\left\|a_{n}-g_{n}(z)\right\|_{Z}<\infty
\end{aligned}
$$

Define $\tilde{f}: U \rightarrow Q(\mathcal{A})$ by $\tilde{f}(z)=\left(f_{n}(z)\right)$. Let $\lambda \in U, 0<s<\operatorname{dist}\{\lambda, \mathbb{C} \backslash U\}$, $M=\sup _{n}\left\|f_{n}\right\|_{U}$ and let

$$
f_{n}(z)=\sum_{i=0}^{\infty} f_{n, i}(z-\lambda)^{i} \quad(|z-\lambda|<\operatorname{dist}\{\lambda, \mathbb{C} \backslash U\})
$$

Then $\left\|f_{n, i}\right\| \leq \frac{M}{s^{i}}$, and so $\tilde{f}_{i}:=\left(f_{n, i}\right)_{n} \in Q(\mathcal{A})$ for all $i \geq 0$. Furthermore, $\tilde{f}(z)=\sum_{i=0}^{\infty} \tilde{f}_{n, i}(z-\lambda)^{i} \quad(|z-\lambda|<s)$. Thus $\tilde{f}: U \rightarrow Q(\mathcal{A})$ is a bounded analytic function. Further, $\tilde{a}=(x-z) \tilde{f}(z) \quad(z \in U)$ and $U \supset \tau^{\mathcal{A}}(x)=\tau^{Q(\mathcal{A})}(x)$. By the previous lemma, we have $\tilde{a}=0$, which is a contradiction.

Proposition 8. Let $\mathcal{A}$ be a commutative Banach algebra, $x \in \mathcal{A}$, let $U$ be an open neighbourhood of $\tau(x)$. Then there exists a commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$ such that $\sigma^{\mathcal{B}}(x) \subset \bar{U}$.

Proof. Consider the Banach algebra $H^{\infty}(U, \mathcal{A})$ of all bounded analytic functions $f: U \rightarrow \mathcal{A}$. Let $J \subset H^{\infty}(U, \mathcal{A})$ be the closed ideal generated by the function $z \mapsto x-z \cdot 1_{\mathcal{A}}$ and let $\mathcal{B}=H^{\infty}(U, \mathcal{A}) / J$. Let $\rho: \mathcal{A} \rightarrow \mathcal{B}$ be the composition of the natural embedding $\mathcal{A} \rightarrow H^{\infty}(U, \mathcal{A})$ and the canonical projection $H^{\infty}(U, \mathcal{A}) \rightarrow \mathcal{B}$. Clearly, $\|\rho(a)\|_{\mathcal{B}} \leq\|a\|_{\mathcal{A}} \quad(a \in \mathcal{A})$. On the other hand,

$$
\|\rho(a)\|_{\mathcal{B}}=\inf _{f \in H^{\infty}(U, \mathcal{A})}\|a-(x-z) f\|_{U} \geq k^{-1}\|a\| \quad(a \in \mathcal{A})
$$

where $k$ is the constant from the previous lemma. Thus $\rho$ is an isomorphism.
Let $\lambda \notin \bar{U}$. Then $z \mapsto(z-\lambda)^{-1} 1_{\mathcal{A}} \in H^{\infty}(U, \mathcal{A})$ and $(z-\lambda)^{-1}(x-\lambda)=(z-\lambda)^{-1}((z-\lambda)+(x-z))=1+(x-z)(z-\lambda)^{-1} \in 1_{\mathcal{A}}+J$, and so $\rho(x)-\lambda$ is invertible in $\mathcal{B}$. Thus $\sigma^{\mathcal{B}}(\rho(x)) \subset \bar{U}$.

By Theorem 1, it is possible to renorm $\mathcal{B}$ such that it becomes an extension of $\mathcal{A}$.

Let $\mathcal{A}$ be a commutative Banach algebra and let $x \in \mathcal{A}$. We construct by transfinite induction algebras $\mathcal{A}_{\alpha}\left(\alpha \leq \omega_{1}\right)$ by $\mathcal{A}_{0}=\mathcal{A}, \mathcal{A}_{\alpha+1}=Q\left(\mathcal{A}_{\alpha}\right)$ and for a limit ordinal $\alpha$ let $\mathcal{A}_{\alpha}$ be the completion of $\bigcup_{\beta<\alpha} \mathcal{A}_{\beta}$. Here $\omega_{1}$ is the first uncountable ordinal. Note that we consider each $\mathcal{A}_{\alpha}$ to be a subalgebra of $\mathcal{A}_{\alpha+1}=$ $Q\left(\mathcal{A}_{\alpha}\right)$, so we have $\mathcal{A}_{\alpha} \subset \mathcal{A}_{\beta}$ whenever $\alpha \leq \beta$.

Set $\mathcal{A}^{\prime}=\mathcal{A}_{\omega_{1}}$. Note that $\mathcal{A}^{\prime}=\bigcup_{\alpha<\omega_{1}} \mathcal{A}_{\alpha}$. Indeed, let $\left(x_{n}\right)$ be a Cauchy sequence in $\bigcup_{\alpha<\omega_{1}} \mathcal{A}_{\alpha}$. Then $x_{n} \in \mathcal{A}_{\alpha_{n}}$ for some $\alpha_{n}<\omega_{1}$. Let $\alpha=\sup \alpha_{n}$. Then the sequence $\left(x_{n}\right)$ is convergent in $\mathcal{A}_{\alpha} \subset \mathcal{A}^{\prime}$.

By Theorem 3.6, it is easy to show that $d^{\mathcal{A}_{\alpha}}(a)=d^{\mathcal{A}}(a)$ for all $a \in \mathcal{A}$ and $\alpha \leq \omega_{1}$. Consequently, $\tau^{\mathcal{A}^{\prime}}(x)=\tau^{\mathcal{A}}(x)$.

Lemma 9. Let $\mathcal{A}$ be a commutative Banach algebra, $x \in \mathcal{A}$, let $U_{1}, U_{2}, \ldots$ be open subsets of $\mathbb{C}$ such that $U_{1} \supset U_{2} \supset \cdots \supset \tau(x)$. Let $\mathcal{A}^{\prime}$ be the algebra constructed above. Then there exist numbers $1 \leq k_{1} \leq k_{2} \leq \cdots$ with the following property: if $n \in \mathbb{N}, a \in \mathcal{A}^{\prime}, a \neq 0, f \in H^{\infty}\left(U_{n}, \mathcal{A}^{\prime}\right), g_{i} \in H^{\infty}\left(U_{i}, \mathcal{A}^{\prime}\right) \quad(i=1, \ldots, n)$ and

$$
a=\sum_{i=1}^{n} g_{i}(z)+(x-z) f(z) \quad\left(z \in U_{n}\right)
$$

then $\|a\|<\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}}$.
Proof. We find the numbers $k_{i}$ inductively. The existence of $k_{1}$ was proved in Lemma 7.

Suppose that the statement of Lemma 9 is true for $n$, so there are positive constants $k_{1}, \ldots, k_{n}$ such that

$$
\begin{equation*}
\|a\|<\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}} \tag{2}
\end{equation*}
$$

whenever $a=(x-z) f(z)+\sum_{i=1}^{n} g_{i}(z) \quad\left(z \in U_{n}\right)$ for some non-zero $a \in \mathcal{A}^{\prime}$ and bounded analytic functions $f: U_{n} \rightarrow \mathcal{A}^{\prime}$ and $g_{i}: U_{i} \rightarrow \mathcal{A}^{\prime} \quad(i=1, \ldots, n)$. We prove (2) for $n+1$. Suppose on the contrary that there is no constant $k_{n+1}$ for which (2) were true. Then there exist elements $a^{(r)} \in \mathcal{A}^{\prime}$ of norm 1 and analytic functions $f^{(r)}: U_{n+1} \rightarrow \mathcal{A}^{\prime}, g_{i}^{(r)}: U_{i} \rightarrow \mathcal{A}^{\prime} \quad(i=1, \ldots, n+1, r \in \mathbb{N})$ such that

$$
a^{(r)}=(x-z) f^{(r)}(z)+\sum_{i=1}^{n} g_{i}^{(r)}(z) \quad\left(z \in U_{n+1}\right)
$$

and

$$
\sum_{i=1}^{n} k_{i}\left\|g_{i}^{(r)}\right\|_{U_{i}}+r \cdot\left\|g_{n+1}^{(r)}\right\|_{U_{n+1}} \leq 1
$$

In particular, $\left\|g_{n+1}^{(r)}\right\|_{U_{n+1}} \leq r^{-1}$ and $\left\|g_{i}^{(r)}\right\|_{U_{i}} \leq k_{i}^{-1} \quad(i=1, \ldots, n, r \in \mathbb{N})$.
Passing to a subsequence if necessary, we can assume that the sequences $\left(\left\|g_{1}^{(r)}\right\|_{U_{1}}\right)_{r=1}^{\infty}, \ldots,\left(\left\|g_{n}^{(r)}\right\|_{U_{n}}\right)_{r=1}^{\infty}$ are convergent.

It is easy to see that there is an ordinal $\beta<\omega_{1}$ such that $a^{(r)} \in \mathcal{A}_{\beta}$ and the functions $f^{(r)}, g_{i}^{(r)}$ are $\mathcal{A}_{\beta}$-valued for all $r$ and $i$ (to see this, note that a continuous function $h$ is $\mathcal{A}_{\beta}$-valued if $h(z) \in \mathcal{A}_{\beta}$ for all $z$ in a given countable set dense in the domain of definition of $h$ ).

Let $\tilde{a}=\left(a^{(r)}\right)$. Then $\tilde{a}$ can be considered as element of $Q\left(\mathcal{A}_{\beta}\right)=\mathcal{A}_{\beta+1} \subset \mathcal{A}^{\prime}$ with $\|\tilde{a}\|=\lim \sup _{r \rightarrow \infty}\left\|a^{(r)}\right\|=1$. In the same way we define functions $\tilde{f}$ : $U_{n+1} \rightarrow Q\left(\mathcal{A}_{\beta}\right)$ and $\tilde{g}_{i}: U_{i} \rightarrow Q\left(\mathcal{A}_{\beta}\right) \quad(i=1, \ldots, n+1)$ by $\tilde{f}(z)=\left(f^{(r)}(z)\right)_{r=1}^{\infty}$ and $\tilde{g}_{i}(z)=\left(g_{i}^{(r)}(z)\right)_{r=1}^{\infty}$. We have

$$
\left\|\tilde{g}_{i}\right\|_{U_{i}}=\sup _{z \in U_{i}} \limsup _{r \rightarrow \infty}\left\|g_{i}^{(r)}(z)\right\| \leq k_{i}^{-1} \quad(i=1, \ldots, n)
$$

and

$$
\left\|\tilde{g}_{n+1}\right\|_{U_{n+1}}=\sup _{z \in U_{n+1}} \limsup _{r \rightarrow \infty}\left\|g_{n+1}^{(r)}(z)\right\| \leq \limsup _{r \rightarrow \infty} r^{-1}=0
$$

so $\tilde{g}_{n+1}=0$. As in the proof of Lemma 7 we can show that functions $f^{(r)}$ are uniformly bounded on $U_{n+1}$, and so $\tilde{g}_{1}, \ldots, \tilde{g}_{n}, \tilde{f}$ are bounded analytic functions. We have $\tilde{a}=\sum_{i=1}^{n} \tilde{g}_{i}(z)+(x-z) \tilde{f}(z) \quad\left(z \in U_{n+1}\right)$. By Lemma $5, \tilde{f}$ can be extended to $U_{n}$. Since $Q\left(\mathcal{A}_{\beta}\right)=\mathcal{A}_{\beta+1} \subset \mathcal{A}^{\prime}$, by the induction assumption we have

$$
\begin{aligned}
1 & =\|\tilde{a}\|<\sum_{i=1}^{n} k_{i}\left\|\tilde{g}_{i}\right\|_{U_{i}}=\sum_{i=1}^{n} k_{i} \sup _{z \in U_{i}} \limsup _{r \rightarrow \infty}\left\|g_{i}^{(r)}(z)\right\| \\
& \leq \sum_{i=1}^{n} k_{i} \limsup _{r \rightarrow \infty}\left\|g_{i}^{(r)}\right\|_{U_{i}}=\lim _{r \rightarrow \infty} \sum_{i=1}^{n} k_{i}\left\|g_{i}^{(r)}\right\|_{U_{i}} \leq 1
\end{aligned}
$$

a contradiction.
Theorem 10. Let $x$ be an element of a commutative Banach algebra $\mathcal{A}$. Then there exists a commutative extension $\mathcal{B} \supset \mathcal{A}$ such that $\tau^{\mathcal{A}}(x)=\sigma^{\mathcal{B}}(x)$.
Proof. For $i=1,2, \ldots$ set $U_{i}=\left\{z \in \mathbb{C}: \operatorname{dist}\left\{z, \tau^{\mathcal{A}}(x)\right\}<1 / i\right\}$. Then $U_{i}$ are open subsets of $\mathbb{C}, U_{1} \supset U_{2} \supset \cdots$ and $\bigcap_{i=1}^{\infty} U_{i}=\tau^{\mathcal{A}}(x)$. Let $k_{1}, k_{2}, \ldots$ be the positive numbers constructed in the previous lemma. Let $\mathcal{C}$ be the algebra of all $\mathcal{A}$-valued functions analytic on a neighbourhood of $\tau^{\mathcal{A}}(x)$ (more precisely, the algebra of all germs of analytic functions). For $h \in \mathcal{C}$ define $\||h|\|$ by

$$
\left|\|h \mid\|=\inf \left\{\|c\|_{\mathcal{A}}+\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}}\right\}\right.
$$

where the infimum is taken over all $n \in \mathbb{N}, c \in \mathcal{A}$ and over all bounded analytic functions $g_{i}: U_{i} \rightarrow \mathcal{A} \quad(i=1, \ldots, n)$ such that, for some $f \in H^{\infty}\left(U_{n}, \mathcal{A}\right)$,

$$
h(z)=c+\sum_{i=1}^{n} g_{i}(z)+(x-z) f(z) \quad\left(z \in U_{n}\right)
$$

We identify elements of $\mathcal{A}$ with the corresponding constant functions; so $\mathcal{A} \subset \mathcal{C}$.

Let $a \in \mathcal{A}$. We have $\|\|a\|\| \leq\|a\|_{\mathcal{A}}$ and, by the preceding lemma,

$$
\begin{aligned}
\||\mid a\| \| & =\inf \left\{\|c\|_{\mathcal{A}}+\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}}: a=c+\sum_{i=1}^{n} g_{i}(z)+(x-z) f(z)\right\} \\
& \geq \inf _{c \in \mathcal{A}}\left\{\|c\|_{\mathcal{A}}+\|a-c\|_{\mathcal{A}}\right\} \geq\|a\|_{\mathcal{A}}
\end{aligned}
$$

Thus $\||a|\|=\|a\|_{\mathcal{A}}$ for all $a \in \mathcal{A}$.
It is clear that $\left\|\left|h+h^{\prime}\right|\right\| \leq\||h|\|+\left\|h^{\prime} \mid\right\|$ and $\||\alpha h|\|=|\alpha| \cdot\|h \mid\|$ for all $h, h^{\prime} \in \mathcal{C}, \alpha \in \mathbb{C}$.

We show that $\|\|\cdot\|\|$ is submultiplicative. Let $h, h^{\prime} \in \mathcal{C}$ and $\varepsilon>0$. By the definition of $\|\|\cdot\|\|$, there are $c, c^{\prime} \in \mathcal{A}, n, m \in \mathbb{N}$ and functions $g_{i} \in H^{\infty}\left(U_{i}, \mathcal{A}\right) \quad(i=$ $1, \ldots, n), f \in H^{\infty}\left(U_{n}, \mathcal{A}\right), g_{j}^{\prime} \in H^{\infty}\left(U_{j}, \mathcal{A}\right) \quad(j=1, \ldots, m), f^{\prime} \in H^{\infty}\left(U_{m}, \mathcal{A}\right)$ such that

$$
\begin{gathered}
h(z)=c+\sum_{i=1}^{n} g_{i}(z)+(x-z) f(z) \quad\left(z \in U_{n}\right) \\
h^{\prime}(z)=c^{\prime}+\sum_{j=1}^{m} g_{j}^{\prime}(z)+(x-z) f^{\prime}(z) \quad\left(z \in U_{m}\right), \\
\||h|\| \leq \varepsilon+\|c\|_{\mathcal{A}}+\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}}
\end{gathered}
$$

and

$$
\left\|h^{\prime} \mid\right\| \leq \varepsilon+\left\|c^{\prime}\right\|_{\mathcal{A}}+\sum_{j=1}^{m} k_{j}\left\|g_{j}^{\prime}\right\|_{U_{j}}
$$

For some function $u \in H^{\infty}\left(U_{\max \{n, m\}}, \mathcal{A}\right)$ we have

$$
\left(h h^{\prime}\right)(z)=c c^{\prime}+\sum_{i=1}^{n} c^{\prime} g_{i}(z)+\sum_{j=1}^{m} c g_{j}^{\prime}(z)+\sum_{i=1}^{n} \sum_{j=1}^{m} g_{i}(z) g_{j}^{\prime}(z)+(x-z) u(z)
$$

for $z \in U_{\max \{n, m\}}$. By definition,

$$
\begin{aligned}
\left\|\left\|h h^{\prime} \mid\right\| \leq\right. & \|c\| \cdot\left\|c^{\prime}\right\|+\sum_{i=1}^{n} k_{i}\left\|c^{\prime}\right\| \cdot\left\|g_{i}\right\|_{U_{i}}+\sum_{j=1}^{m} k_{j}\|c\| \cdot\left\|g_{j}^{\prime}\right\|_{U_{j}} \\
& +\sum_{i=1}^{n} \sum_{j=1}^{m} k_{\max \{i, j\}}\left\|g_{i} g_{j}^{\prime}\right\|_{U_{\max \{i, j\}}} \\
\leq & \left\{\|c\|+\sum_{i=1}^{n} k_{i}\left\|g_{i}\right\|_{U_{i}}\right\} \cdot\left\{\left\|c^{\prime}\right\|+\sum_{j=1}^{m} k_{j}\left\|g_{j}^{\prime}\right\|_{U_{j}}\right\} \leq(\| \| h\| \|+\varepsilon)\left(\| \| h^{\prime}\| \|+\varepsilon\right)
\end{aligned}
$$

Since $\varepsilon>0$ was arbitrary, we have $\left|\left\|h h^{\prime}\right\|\right| \leq\left\|\left||h|\left\|\cdot\left|\left\|h^{\prime} \mid\right\|\right.\right.\right.\right.$.

Let $J=\{h \in \mathcal{C}:\|h\| \|=0\}$. It is clear that $J$ is an ideal in $\mathcal{C}$. Denote by $\mathcal{B}$ the completion of $\mathcal{C} / J$. Then $\mathcal{B}$ is an extension of $\mathcal{A}$. Furthermore, $(x-z) f \in J$ for each $f \in \mathcal{C}$. Let $\lambda \in \mathbb{C} \backslash \tau^{\mathcal{A}}(x)$. Then

$$
(z-\lambda)^{-1}(x-\lambda)=(z-\lambda)^{-1}((x-z)+(z-\lambda))=1+(x-z)(z-\lambda)^{-1} \in 1+J
$$

and so $x-\lambda$ is invertible in $\mathcal{B}$. Hence $\sigma^{\mathcal{B}}(x) \subset \tau^{\mathcal{A}}(x)$ and the opposite inclusion is clear.

The following theorem is an analogue of the spectral radius formula.
Theorem 11. Let $x$ be an element of a commutative Banach algebra $\mathcal{A}$. Then the limit $\lim _{k \rightarrow \infty} d\left(x^{k}\right)^{1 / k}$ exists and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(x^{k}\right)^{1 / k}=\sup _{k \in \mathbb{N}} d\left(x^{k}\right)^{1 / k}=\min \{|\lambda|: \lambda \in \tau(x)\} \tag{3}
\end{equation*}
$$

Proof. If $0 \in \tau(x)$, then $0 \in \tau\left(x^{k}\right)$ for all $k$ by the spectral mapping theorem, and both sides of (3) are equal to 0 .

Suppose that $0 \notin \tau(x)$. By Lemma 3.1, $d\left(x^{k+l}\right) \geq d\left(x^{k}\right) \cdot d\left(x^{l}\right)$ for all $k, l \in \mathbb{N}$. By Lemma 1.21, the limit $\lim _{k \rightarrow \infty} d\left(x^{k}\right)^{1 / k}$ exists and is equal to the supremum.

Let $\lambda \in \mathbb{C},|\lambda|<d(x)$. Then $d(x-\lambda) \geq d(x)-|\lambda|>0$, and so $\lambda \notin \tau(x)$. Thus $d(x) \leq \min \{|\lambda|: \lambda \in \tau(x)\}$. Similarly,

$$
d\left(x^{k}\right) \leq \min \left\{|\mu|: \mu \in \tau\left(x^{k}\right)\right\}=\min \{|\lambda|: \lambda \in \tau(x)\}^{k}
$$

for each $k \in \mathbb{N}$. Hence

$$
\lim _{k \rightarrow \infty} d\left(x^{k}\right)^{1 / k} \leq \min \{|\lambda|: \lambda \in \tau(x)\}
$$

To prove the opposite inequality, let $\mathcal{B} \supset \mathcal{A}$ be a commutative extension of the algebra $\mathcal{A}$ satisfying $\sigma^{\mathcal{B}}(x)=\tau^{\mathcal{A}}(x)$. Then $x$ is invertible in $\mathcal{B}$, and so

$$
\begin{aligned}
& \min \left\{|\lambda|: \lambda \in \tau^{\mathcal{A}}(x)\right\}=\min \left\{|\lambda|: \lambda \in \sigma^{\mathcal{B}}(x)\right\}=r\left(x^{-1}\right)^{-1} \\
= & \lim _{k \rightarrow \infty}\left\|x^{-k}\right\|^{-1 / k}=\lim _{k \rightarrow \infty} d^{\mathcal{B}}\left(x^{k}\right)^{1 / k} \leq \lim _{k \rightarrow \infty} d^{\mathcal{A}}\left(x^{k}\right)^{1 / k} .
\end{aligned}
$$

## 5 Non-removable ideals

The notion of permanently singular elements can be generalized to ideals.
Definition 1. An ideal $I$ in a commutative Banach algebra $\mathcal{A}$ is called non-removable if in every commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$ there exists a proper ideal $J \supset I$.

Non-removable ideals are closely related to permanently singular elements. Clearly, $x \in \mathcal{A}$ is permanently singular if and only if the ideal $x \mathcal{A}$ is non-removable.

It is easy to see that an ideal consisting of joint topological divisors of zero is non-removable.

Our goal will be to show that the opposite statement is also true, so there is an analogy with the characterization of permanently singular elements.

Theorem 2. Let $u_{1}, \ldots, u_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$ such that $d\left(u_{1}, \ldots, u_{n}\right)>0$. Then there exist a commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$ and elements $b_{1}, \ldots, b_{n} \in \mathcal{B}$ such that $\sum_{i=1}^{n} u_{i} b_{i}=1$.

Proof. For $n=1$, the result was proved in Theorem 4.3. Assume that $n \geq 2$. The extension $\mathcal{B} \supset \mathcal{A}$ will be constructed in a similar way.

We may assume that $\left\|u_{1}\right\|=\cdots=\left\|u_{n}\right\|=1$. Let $q=\left(d\left(u_{1}, \ldots, u_{n}\right)\right)^{-1}$, so $\|x\| \leq q \sum_{i=1}^{n}\left\|x u_{i}\right\|$ for every $x \in \mathcal{A}$. In particular, for $x=1_{\mathcal{A}}$ we get $q n \geq 1$.

Set $R=8(n-1)^{2}(n q)^{2 n+1}$. Let $\mathcal{C}$ be the $\ell^{1}$-algebra over $\mathcal{A}$ and adjoined elements $b_{1}, \ldots, b_{n}$ such that $\left\|b_{1}\right\|=\cdots=\left\|b_{n}\right\|=R$. More precisely, the elements of $\mathcal{C}$ are power series $\sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b_{1}^{\alpha_{1}} \cdots b_{n}^{\alpha_{n}}$ in $n$ variables $b_{1}, \ldots, b_{n}$ with coefficients $a_{\alpha} \in \mathcal{A} \quad\left(\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}\right)$ such that

$$
\left\|\sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b_{1}^{\alpha_{1}} \cdots b_{n}^{\alpha_{n}}\right\|=\sum_{\alpha \in \mathbb{Z}_{+}^{n}}\left\|a_{\alpha}\right\| R^{|\alpha|}<\infty .
$$

The multiplication in $\mathcal{C}$ is defined by

$$
\left(\sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b^{\alpha}\right) \cdot\left(\sum_{\beta \in \mathbb{Z}_{+}^{n}} a_{\beta}^{\prime} b^{\beta}\right)=\sum_{\gamma \in \mathbb{Z}_{+}^{n}}\left(\sum_{\alpha+\beta=\gamma} a_{\alpha} a_{\beta}^{\prime}\right) b^{\gamma},
$$

where $b^{\alpha}$ stands for $b_{1}^{\alpha_{1}} \cdots b_{n}^{\alpha_{n}}$.
It is clear that $\mathcal{C}$ is a commutative Banach algebra containing $\mathcal{A}$ as a subalgebra of constants.

Let $z=1-u_{1} b_{1}-\cdots-u_{n} b_{n}$ and let $J$ be the closed ideal in $\mathcal{C}$ generated by $z$.

Set $\mathcal{B}=\mathcal{C} / J$. Let $\rho: \mathcal{A} \rightarrow \mathcal{B}$ be the composition of the embedding $\mathcal{A} \rightarrow \mathcal{C}$ and the canonical homomorphism $\mathcal{C} \rightarrow \mathcal{B}$. Then $\rho\left(u_{1}\right) \cdot\left(b_{1}+J\right)+\cdots+\rho\left(u_{n}\right) \cdot\left(b_{n}+J\right)=$ $1_{\mathcal{B}}$, so it is sufficient to show that $\rho$ is an isometry.

Obviously, $\|\rho(a)\|_{\mathcal{B}} \leq\|a\|_{\mathcal{A}}$ for all $a \in \mathcal{A}$. Suppose on the contrary that there exists $a \in \mathcal{A}$ such that

$$
\|a\|_{\mathcal{A}}>\|\rho(a)\|_{\mathcal{B}}=\inf _{c \in \mathcal{C}}\|a+c z\|_{\mathcal{C}}
$$

Thus there exists $c=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b^{\alpha}$ such that

$$
\|a\|>\left\|a+z \sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b^{\alpha}\right\|_{\mathcal{C}}
$$

Since the polynomials are dense in $\mathcal{C}$, we can assume that only finitely many coefficients $a_{\alpha}$ are non-zero and

$$
\begin{aligned}
\|a\| & >\left\|a+z \sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b^{\alpha}\right\|_{\mathcal{C}}=\left\|a+\left(1-u_{1} b_{1}+\cdots+u_{n} b_{n}\right) \sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} b^{\alpha}\right\|_{\mathcal{C}} \\
& =\left\|a+a_{0}+\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\
|\alpha| \geq 1}} f_{\alpha} b^{\alpha}\right\|_{\mathcal{C}}=\left\|a+a_{0}\right\|+\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\
|\alpha| \geq 1}}\left\|f_{\alpha}\right\| \cdot R^{|\alpha|} \\
& \geq\|a\|-\left\|a_{0}\right\|+\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\
|\alpha| \geq 1}}\left\|f_{\alpha}\right\| \cdot R^{|\alpha|},
\end{aligned}
$$

where

$$
\begin{equation*}
f_{\alpha}=a_{\alpha}-\sum_{\substack{1 \leq t \leq n \\ \alpha_{t} \neq 0}} a_{\alpha_{1}, \ldots, \alpha_{t}-1, \ldots, \alpha_{n}} u_{t} \quad\left(\alpha \in \mathbb{Z}_{+}^{n},|\alpha| \geq 1\right) . \tag{1}
\end{equation*}
$$

Thus

$$
\left\|a_{0}\right\|>\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha| \geq 1}}\left\|f_{\alpha}\right\| R^{|\alpha|}
$$

Without loss of generality we can assume that $\left\|a_{0}\right\|=1$. For $k \in \mathbb{N}$ write

$$
S_{k}=\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k}}\left\|f_{\alpha}\right\| \cdot R^{|\alpha|}
$$

so $\sum_{k=1}^{\infty} S_{k}<1$. We will show that this is impossible.
The idea of the proof is to express $a_{\alpha}$ in terms of $f_{\gamma}$ 's (which are small in the norm) and $a_{\gamma}$ 's with $|\gamma|>|\alpha|$ (which are equal to zero for $|\gamma|$ large enough since only finitely many of the elements $a_{\gamma}$ are non-zero).

First, we need some technical lemmas.
We will use the standard multi-index notation, see Appendix A.2. For $j, n \geq 1$ and $\alpha \in \mathbb{Z}_{+}^{n}$ write

$$
m_{j, \alpha}=\binom{|\alpha|+j-1}{j-1} \cdot \frac{|\alpha|!}{\alpha!}
$$

Note that $m_{1, \alpha}=\frac{|\alpha|!}{\alpha!}$, and so $m_{j, \alpha}=\binom{|\alpha|+j-1}{j-1} \cdot m_{1, \alpha}$.
Lemma 3. If $\alpha \in \mathbb{Z}_{+}^{n}$ and $|\alpha| \geq 1$, then

$$
m_{1, \alpha}=\sum_{\substack{\beta \leq \alpha \\|\beta|=|\alpha|-1}} m_{1, \beta}
$$

Proof. We have

$$
\begin{aligned}
\alpha!\sum_{\substack{\beta \leq \alpha \\
|\beta|=|\alpha|-1}} m_{1, \beta} & =\alpha_{1}!\cdots \alpha_{n}!\sum_{\substack{1 \leq t \leq n \\
\alpha_{t} \neq 0}} \frac{(|\alpha|-1)!}{\alpha_{1}!\cdots\left(\alpha_{t}-1\right)!\cdots \alpha_{n}!} \\
& =\sum_{t=1}^{n} \alpha_{t}(|\alpha|-1)!=|\alpha|!,
\end{aligned}
$$

which implies the statement of Lemma 3.
Lemma 4. For all $\alpha \in \mathbb{Z}_{+}^{n}$ and $s \geq 0$ we have

$$
\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=s}} m_{1, \alpha}=n^{s} .
$$

Proof. The proof follows from the identity

$$
\left(x_{1}+\cdots+x_{n}\right)^{s}=\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=s}} m_{1, \alpha} x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}
$$

by substituting $x_{1}=\cdots=x_{n}=1$.
Note that for $n=2$, the statement of Lemma 4 reduces to the well-known identity $\sum_{k=0}^{n}\binom{s}{k}=2^{s}$.

Lemma 5. For $j \geq 1$ and $\alpha \in \mathbb{Z}_{+}^{n}$ we have

$$
m_{j, \alpha}=\sum_{\substack{\beta \in \mathbb{Z}_{+}^{n} \\ \beta \leq \alpha}} m_{1, \beta} m_{j-1, \alpha-\beta}
$$

Proof. The number $m_{1, \alpha}$ is the number of ways to order $n$ elements $x_{1}, \ldots, x_{n}$ into a sequence of length $|\alpha|$ in which every element $x_{t}$ occurs exactly $\alpha_{t}$ times (permutations with repetition). The number $m_{j, \alpha}$ is the number of ways to divide these sequences into $j$ (possibly empty) subsequences (combinations with repetition), i.e., in how many ways it is possible to form $j$ sequences $s_{1}, \ldots, s_{j}$ from the elements $x_{1}, \ldots, x_{n}$ such that $x_{t}$ occurs in them altogether $\alpha_{t}$ times (sequences $s_{1}, s_{2}$ and $s_{2}, s_{1}$ are counted twice).

The right-hand side is the same number obtained in another way: for $\beta \leq \alpha$, $m_{1, \beta} m_{j-1, \alpha-\beta}$ is the number of ways how to form these subsequences in such a way that $x_{t}$ occurs in the first subsequence exactly $\beta_{t}$-times $(t=1, \ldots, n)$.

For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ we write $\alpha^{\prime}=\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)$. Similarly, we write $u^{\prime}=\left(u_{1}, \ldots, u_{n-1}\right)$ and $u^{\prime \alpha^{\prime}}=u_{1}^{\alpha_{1}} \cdots u_{n-1}^{\alpha_{n-1}}$.

Lemma 6. Let $k, j \geq 1, \alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k$. Then

$$
\begin{aligned}
a_{\alpha} u_{n}^{k+j}= & \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{j \beta} a_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+j} u^{\prime \beta} u_{n}^{k-|\beta|} \\
& +\sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|+1} m_{p, \beta} f_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p} u^{\prime \beta} u_{n}^{k+j-p-|\beta|} .
\end{aligned}
$$

Proof. Note that all terms $a_{\gamma} u^{\delta}$ and $f_{\gamma} u^{\delta}$ which appear in the statement of Lemma 6 satisfy $\gamma+\delta=\left(\alpha^{\prime}, \alpha_{n}+k+j\right)$. In order to simplify the notation, for $\gamma=\left(\gamma^{\prime}, \gamma_{n}\right) \in \mathbb{Z}_{+}^{n}$ with $\gamma \leq\left(\alpha^{\prime}, \alpha_{n}+k+j\right)$ write

$$
\begin{align*}
& d_{\gamma}=a_{\gamma} u^{\prime \alpha^{\prime}-\gamma^{\prime}} u_{n}^{\alpha_{n}+k+j-\gamma_{n}} \\
& g_{\gamma}=f_{\gamma} u^{\prime \alpha^{\prime}-\gamma^{\prime}} u_{n}^{\alpha_{n}+k+j-\gamma_{n}} . \tag{2}
\end{align*}
$$

Using this notation, the statement of Lemma 6 can be rewritten as

$$
\begin{equation*}
d_{\alpha}=\sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{j, \beta} d_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+j}+\sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|+1} m_{p, \beta} g_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p} . \tag{3}
\end{equation*}
$$

We prove (3) by induction on $j$.
For $j=1$, (3) becomes

$$
\begin{equation*}
d_{\alpha}=\sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{1, \beta}\left(d_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+1}-g_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+1}\right) . \tag{4}
\end{equation*}
$$

By (1) and (2) we have

$$
g_{\delta}=d_{\delta}-\sum_{\substack{\gamma \leq \delta \\|\gamma|=|\delta|-1}} d_{\gamma}
$$

for every $\delta$. Thus (4) can be rewritten as

$$
\begin{equation*}
d_{\alpha}=\sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{1, \beta} \sum_{\substack{\gamma \leq\left(\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+1\right) \\|\gamma|=|\alpha|}} d_{\gamma} . \tag{5}
\end{equation*}
$$

The condition $\gamma_{n} \leq \alpha_{n}+|\beta|+1$ means $|\gamma|-\left|\gamma^{\prime}\right| \leq|\alpha|-\left|\alpha^{\prime}\right|+|\beta|+1$, and so $|\beta| \geq\left|\alpha^{\prime}-\gamma^{\prime}\right|-1$. Thus (5) becomes

$$
\begin{equation*}
d_{\alpha}=\sum_{\substack{|\gamma|=|\alpha| \\ \gamma^{\prime} \leq \alpha^{\prime}}} d_{\gamma}\left(\sum_{\substack{\beta \leq \alpha^{\prime}-\gamma^{\prime} \\|\beta| \geq\left|\alpha^{\prime}-\gamma^{\prime}\right|-1}}(-1)^{|\beta|} m_{1, \beta}\right) . \tag{6}
\end{equation*}
$$

By Lemma 3, the expression in the parenthesis is equal to 0 whenever $\gamma^{\prime} \neq \alpha^{\prime}$. This proves (6), and also (3) for $j=1$.

Suppose that (3) holds for some $j \geq 1$. We prove it for $j+1$. Substituting (4) into the induction assumption (3) yields

$$
\begin{aligned}
d_{\alpha}= & \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{j, \beta} \sum_{\gamma \leq \alpha^{\prime}-\beta}(-1)^{|\gamma|} m_{1, \gamma} \\
& \cdot\left(d_{\alpha^{\prime}-\beta-\gamma, \alpha_{n}+|\beta|+j+|\gamma|+1}-g_{\alpha^{\prime}-\beta-\gamma, \alpha_{n}+|\beta|+j+|\gamma|+1}\right) \\
& +\sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|+1} m_{p, \beta} g_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p} .
\end{aligned}
$$

Using Lemma 5, the first sum can be rewritten as

$$
\begin{aligned}
& \sum_{\beta \leq \alpha^{\prime}} \sum_{\gamma \leq \alpha^{\prime}-\beta}(-1)^{|\beta+\gamma|} m_{j \beta} m_{1 \gamma} \\
& \quad\left(d_{\alpha^{\prime}-\beta-\gamma, \alpha_{n}+|\beta|+|\gamma|+j+1}-g_{\alpha^{\prime}-\beta-\gamma, \alpha_{n}+|\beta|+|\gamma|+j+1}\right) \\
& =\sum_{\delta \leq \alpha^{\prime}}\left(\sum_{\beta+\gamma=\delta} m_{j \beta} m_{1 \gamma}\right)(-1)^{|\delta|}\left(d_{\alpha^{\prime}-\delta, \alpha_{n}+|\delta|+j+1}-g_{\alpha^{\prime}-\delta, \alpha_{n}+|\delta|+j+1}\right) \\
& =\sum_{\delta \leq \alpha^{\prime}} m_{j+1, \delta}(-1)^{|\delta|}\left(d_{\alpha^{\prime}-\delta, \alpha_{n}+|\delta|+j+1}-g_{\alpha^{\prime}-\delta, \alpha_{n}+|\delta|+j+1}\right) .
\end{aligned}
$$

Thus (replacing $\delta$ by $\beta$ ) we have

$$
\begin{aligned}
d_{\alpha}= & \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|} m_{j+1, \beta}\left(d_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+j+1}-g_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+j+1}\right) \\
& +\sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}}(-1)^{|\beta|+1} m_{p, \beta} g_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p}
\end{aligned}
$$

which is (3) for $j+1$. This finishes the proof of Lemma 6 .
For $k, j \in \mathbb{N}$ set

$$
s_{k, j}=\max _{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha|=k\\}} \max _{\substack{\beta \in \mathbb{Z}_{+}^{n} \\|\beta|=j}}\left\|a_{\alpha} u^{\beta}\right\| .
$$

Corollary 7. If $k, j \geq 1, \alpha, \gamma \in \mathbb{Z}_{+}^{n}$ and $|\alpha|=k$, then

$$
\left\|a_{\alpha} u_{n}^{k+j} u^{\gamma}\right\| \leq 2^{k+j}(n-1)^{k} s_{k+j,|\gamma|+k}+2^{k}(n-1)^{k} R^{-k-1} \sum_{p=k+1}^{k+j} S_{p}
$$

Proof. By the previous lemma, we have

$$
\begin{aligned}
\left\|a_{\alpha} u_{n}^{k+j} u^{\gamma}\right\| \leq & \sum_{\beta \leq \alpha^{\prime}} m_{j, \beta}\left\|a_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+j} u^{\prime \beta} u_{n}^{k-|\beta|} u^{\gamma}\right\| \\
& +\sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}} m_{p, \beta}\left\|f_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p}\right\| .
\end{aligned}
$$

We have

$$
m_{p, \beta}=\binom{|\beta|+p-1}{p-1} m_{1, \beta} \leq 2^{|\beta|+p-1} \cdot(n-1)^{|\beta|} \leq 2^{k+p-1} \cdot(n-1)^{k}
$$

and

$$
\sum_{\beta \leq \alpha^{\prime}} m_{j, \beta} \leq \sum_{\beta \leq \alpha^{\prime}} m_{j, \beta} m_{1, \alpha^{\prime}-\beta}=m_{j+1, \alpha^{\prime}} \leq 2^{k+j}(n-1)^{k}
$$

Thus

$$
\left\|a_{\alpha} u_{n}^{k+j} u^{\gamma}\right\| \leq 2^{k+j}(n-1)^{k} s_{k+j,|\gamma|+k}+2^{k}(n-1)^{k} \sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}} 2^{p-1}\left\|f_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p}\right\| .
$$

Furthermore,

$$
\begin{aligned}
& \sum_{p=1}^{j} \sum_{\beta \leq \alpha^{\prime}} 2^{p-1}\left\|f_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p}\right\| \\
& =\frac{1}{R^{k+1}} \sum_{p=1}^{j} \frac{2^{p-1}}{R^{p-1}} \sum_{\beta \leq \alpha^{\prime}}\left\|f_{\alpha^{\prime}-\beta, \alpha_{n}+|\beta|+p}\right\| R^{k+p} \\
& \leq \frac{1}{R^{k+1}} \sum_{p=1}^{j} \frac{2^{p-1}}{R^{p-1}} S_{k+p} \leq \frac{1}{R^{k+1}} \sum_{p=k+1}^{k+j} S_{p},
\end{aligned}
$$

which gives the statement of Corollary 7.
For $k \in \mathbb{N}$ set $r_{k}=s_{k, n k}$.
Corollary 8. If $k \in \mathbb{N}$, then

$$
r_{k} \leq R_{1}^{k} r_{2 k}+\frac{1}{R R_{1}^{k}} \sum_{p=k+1}^{2 k} S_{p}
$$

where $R_{1}=4(n-1)(n q)^{n+1}$.
Proof. For each $x \in \mathcal{A}$ we have

$$
\|x\| \leq q \cdot \sum_{t=1}^{n}\left\|x u_{t}\right\| \leq q n \max \left\{\left\|x u_{t}\right\|: 1 \leq t \leq n\right\}
$$

It is easy to show by induction on $j$ that

$$
\|x\| \leq(q n)^{j} \max \left\{\left\|x u^{\gamma}\right\|: \gamma \in \mathbb{Z}_{+}^{n},|\gamma|=j\right\}
$$

Let $\alpha, \beta \in \mathbb{Z}_{+}^{n},|\alpha|=k,|\beta|=n k$. Then

$$
\left\|a_{\alpha} u^{\beta}\right\| \leq(q n)^{n k} \max \left\{\left\|a_{\alpha} u^{\beta+\gamma}\right\|: \gamma \in \mathbb{Z}_{+}^{n},|\gamma|=n k\right\} .
$$

Since $|\beta+\gamma|=2 n k$, there exists an index $t, 1 \leq t \leq n$ such that $(\beta+\gamma)_{t} \geq 2 k$.
Since the situation is symmetrical in indices, we can apply Corollary 7.

Thus, for $j=k$,

$$
\begin{aligned}
& \left\|a_{\alpha} u^{\beta}\right\| \leq(q n)^{n k}\left(2^{2 k}(n-1)^{k} s_{2 k, 2 n k-k}+2^{k}(n-1)^{k} R^{-k-1} \sum_{p=k+1}^{2 k} S_{p}\right) \\
& \leq(q n)^{n k}\left(4^{k}(n-1)^{k}(q n)^{k} r_{2 k}+2^{k}(n-1)^{k} R^{-k-1} \sum_{p=k+1}^{2 k} S_{p}\right) \\
& =R_{1}^{k} r_{2 k}+\frac{1}{R} \cdot \frac{(q n)^{n k} 2^{k}(n-1)^{k}}{8^{k}(n-1)^{2 k}(q n)^{2 n k+k}} \sum_{p=k+1}^{2 k} S_{p}=R_{1}^{k} r_{2 k}+\frac{1}{R R_{1}^{k}} \sum_{p=k+1}^{2 k} S_{p}
\end{aligned}
$$

## Continuation of the proof of Theorem 2:

We prove by induction on $j$ that

$$
\begin{equation*}
R_{1} r_{1} \leq R_{1}^{2^{j}} r_{2^{j}}+\frac{1}{R} \sum_{p=2}^{2^{j}} S_{p} \tag{7}
\end{equation*}
$$

For $j=1$ this follows from Corollary 8. If the statement is true for some $j \geq 1$, then, by the induction assumption and Corollary 8,

$$
R_{1} r_{1} \leq R_{1}^{2^{j}}\left(R_{1}^{2^{j}} r_{2^{j+1}}+\frac{1}{R R_{1}^{2 j}} \sum_{p=2^{j}+1}^{2^{j+1}} S_{p}\right)+\frac{1}{R} \sum_{p=2}^{2^{j}} S_{p}=R_{1}^{2^{j+1}} r_{2^{j+1}}+\frac{1}{R} \sum_{p=2}^{2^{j+1}} S_{p}
$$

which gives (7) for $j+1$.
Since $r_{k}=0$ for $k$ sufficiently large, we have $R_{1} r_{1} \leq \frac{1}{R} \sum_{p=2}^{\infty} S_{p}<\frac{1}{R}$ and $r_{1}<\frac{1}{R R_{1}}$.

Furthermore, we have

$$
\begin{aligned}
\left\|a_{0}\right\| & \leq q \sum_{t=1}^{n}\left\|a_{0} u_{t}\right\| \leq q \sum_{t=1}^{n}(\|\underbrace{a_{0, \ldots, 0,1,0, \ldots, 0}}_{t-1}\|+\|a_{0} u_{t}-a_{\underbrace{0, \ldots, 0,1,0, \ldots, 0}_{t-1}}\|) \\
& \leq q n s_{1,0}+q \sum_{t=1}^{n}\left\|f_{t-1}^{0, \ldots, 0,1,0, \ldots, 0}\right\| \leq(q n)^{n+1} r_{1}+\frac{q S_{1}}{R} \leq \frac{(q n)^{n+1}}{R R_{1}}+\frac{q}{R}<1
\end{aligned}
$$

which is a contradiction.
Theorem 9. An ideal in a commutative Banach algebra is non-removable if and only if it consists of joint topological divisors of zero.

Proof. Let $I$ be an ideal in a Banach algebra $\mathcal{A}$ consisting of joint topological divisors of zero. Then there exists a net $\left\{z_{\alpha}\right\} \subset \mathcal{A}$ of elements of norm 1 such that $z_{\alpha} x \rightarrow 0$ for every $x \in I$. Let $\mathcal{B} \supset \mathcal{A}$ be a commutative extension and let
$J=\left\{x_{1} b_{1}+\cdots+x_{n} b_{n}: n \in \mathbb{N}, x_{1}, \ldots, x_{n} \in I, b_{1}, \ldots, b_{n} \in \mathcal{B}\right\}$ be the smallest ideal in $\mathcal{B}$ containing $I$. Suppose on the contrary that $J$ is not proper, and so $1_{\mathcal{B}}=x_{1} b_{1}+\cdots+x_{n} b_{n}$ for some $x_{1}, \ldots, x_{n} \in I, b_{1}, \ldots, b_{n} \in \mathcal{B}$. Then

$$
1=\left\|z_{\alpha}\right\|=\left\|\sum_{i=1}^{n} z_{\alpha} x_{i} b_{i}\right\| \leq \sum_{i=1}^{n}\left\|z_{\alpha} x_{i}\right\| \cdot\left\|b_{i}\right\| \rightarrow 0
$$

which is a contradiction. Hence $I$ is non-removable.
Conversely, let $I \notin \mathrm{l}(\mathcal{A})$. It means that there are elements $u_{1}, \ldots, u_{n} \in I$ such that $d\left(u_{1}, \ldots, u_{n}\right)>0$.

Let $\mathcal{B} \supset \mathcal{A}$ be the extension constructed in Theorem 2. Clearly, $I$ is contained in no proper ideal in $\mathcal{B}$, and so $I$ is a removable ideal.
Corollary 10. Let $\varphi$ be a multiplicative functional on a commutative Banach algebra $\mathcal{A}$. The following statements are equivalent:
(i) $\varphi \in \operatorname{cor} \mathcal{A}$;
(ii) for every commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$ there exists a multiplicative functional $\psi \in \mathcal{M}(\mathcal{B})$ such that $\varphi=\psi \mid \mathcal{A}$;
(iii) for every commutative Banach algebra $\mathcal{B} \supset \mathcal{A}$ there exists a multiplicative functional $\psi \in \operatorname{cor} \mathcal{B}$ such that $\varphi=\psi \mid \mathcal{A}$.
Proof. (i) $\Rightarrow$ (iii): Let $\varphi \in \operatorname{cor} \mathcal{A}$ and $\mathcal{B} \supset \mathcal{A}$. Since $\operatorname{Ker} \varphi \in ł(\mathcal{A})$, there exists a net $\left(z_{\alpha}\right)_{\alpha}$ of elements of $\mathcal{A}$ of norm 1 such that $x z_{\alpha} \rightarrow 0$ for every $x \in \operatorname{Ker} \varphi$. Let $I=\left\{y \in \mathcal{B}: y z_{\alpha} \rightarrow 0\right\}$. Then $I \supset \operatorname{Ker} \varphi$ and $I \in \nmid(\mathcal{B})$, so there exists a maximal ideal $J \in \neq(\mathcal{B})$ containing $I$. The corresponding multiplicative functional $\psi \in \operatorname{cor} \mathcal{B}$ satisfies $\psi \mid \mathcal{A}=\varphi$.
(iii) $\Rightarrow$ (ii): Clear.
(ii) $\Rightarrow$ (i): If $\mathcal{B} \supset \mathcal{A}$ and $\psi \in \mathcal{M}(\mathcal{B})$ extends $\varphi$, then $\operatorname{Ker} \varphi \subset \operatorname{Ker} \psi$. Hence $\operatorname{Ker} \varphi$ is a non-removable ideal, and $\varphi \in \operatorname{cor} \mathcal{A}$.
Corollary 11. Let $\mathcal{A}$ be a commutative Banach algebra, $\varphi \in \Gamma(\mathcal{A})$ and let $\mathcal{B}$ be a commutative extension of $\mathcal{A}$. Then there exists $\psi \in \Gamma(\mathcal{B})$ such that $\varphi=\psi \mid \mathcal{A}$.
Proof. By Theorem 3.11, $\operatorname{Ker}(\varphi) \in \gamma(\mathcal{A})$. By Lemma 3.12, there exists a net $\left(z_{\lambda}\right)_{\alpha} \subset \mathcal{A}$ such that $r\left(z_{\alpha}\right)=1$ for every $\alpha$ and $\lim _{\alpha} r\left(x z_{\alpha}\right)=0$ for all $x \in \operatorname{Ker} \varphi$. Let $I=\left\{b \in \mathcal{B}: \lim _{\alpha} r\left(b z_{\alpha}\right)=0\right\}$. Then $I \in \gamma(\mathcal{B})$ and there exists a multiplicative functional $\psi \in \Gamma(\mathcal{B})$ such that $\operatorname{Ker} \varphi \subset I \subset \operatorname{Ker} \psi$. Thus $\psi$ is the required extension of $\varphi$.

The following result is an easy consequence of Theorem 2.
Theorem 12. Let $x_{1}, \ldots, x_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$. Then

$$
\tau^{\mathcal{A}}\left(x_{1}, \ldots, x_{n}\right)=\bigcap_{\mathcal{B} \supset \mathcal{A}} \sigma^{\mathcal{B}}\left(x_{1}, \ldots, x_{n}\right)
$$

(the intersection of all subsets of $\mathbb{C}^{n}$ that are of the form $\sigma^{\mathcal{B}}\left(x_{1}, \ldots, x_{n}\right)$ for some commutative extension $\mathcal{B} \supset \mathcal{A}$ ).

## 6 Axiomatic theory of spectrum

In Section 1 we studied the basic properties of the set-valued function $a \mapsto \sigma(a)$ defined on a Banach algebra $\mathcal{A}$. Since there are many naturally defined set-valued functions with similar properties, in this section we introduce an axiomatic spectral theory.

The ordinary spectrum of an element $a \in \mathcal{A}$ is defined by means of invertible elements, $\sigma(a)=\{\lambda: a-\lambda \notin \operatorname{Inv}(\mathcal{A})\}$. In the same way we define a generalized spectrum by means of "regular elements".

Definition 1. Let $\mathcal{A}$ be a Banach algebra. A non-empty subset $R$ of $\mathcal{A}$ is called a regularity if it satisfies the following conditions:
(i) if $a \in \mathcal{A}$ and $n \in \mathbb{N}$, then $a \in R \Leftrightarrow a^{n} \in R$;
(ii) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ and $a c+b d=1_{\mathcal{A}}$, then

$$
a b \in R \Leftrightarrow a \in R \text { and } b \in R .
$$

A regularity $R \subset \mathcal{A}$ assigns to each $a \in \mathcal{A}$ a subset of $\mathbb{C}$ defined by

$$
\sigma_{R}(a)=\{\lambda \in \mathbb{C}: a-\lambda \notin R\} .
$$

This mapping will be called the spectrum corresponding to the regularity $R$.
Proposition 2. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$. Then:
(i) $1_{\mathcal{A}} \in R$;
(ii) $\operatorname{Inv}(\mathcal{A}) \subset R$;
(iii) If $a, b \in \mathcal{A}, a b=b a$ and $a \in \operatorname{Inv}(\mathcal{A})$, then $a b \in R \Leftrightarrow b \in R$.

In particular, if $a \in R$ and $\lambda \in \mathbb{C}, \lambda \neq 0$, then $\lambda a \in R$;
(iv) $\sigma_{R}(a) \subset \sigma(a)$ for all $a \in \mathcal{A}$;
(v) $\sigma_{R}(a-\lambda)=\sigma_{R}(a)-\lambda$ for all $a \in \mathcal{A}, \lambda \in \mathbb{C}$.

Proof. (i) Choose $b \in R$. We have $1_{\mathcal{A}} \cdot 1_{\mathcal{A}}+b \cdot 0=1_{\mathcal{A}}$ and $1_{\mathcal{A}} \cdot b \in R$. Thus $1_{\mathcal{A}} \in R$.
(ii) Let $c \in \operatorname{Inv}(\mathcal{A})$. Then $c \cdot c^{-1}+c^{-1} \cdot 0=1_{\mathcal{A}}$ and $c \cdot c^{-1} \in R$ by (i). Thus $c \in R$.
(iii) We have $a \cdot a^{-1}+b \cdot 0=1_{\mathcal{A}}$, so we can apply property (ii) of Definition 1 .
(iv) and (v) are clear.

In general, $\sigma_{R}(a)$ is neither compact nor non-empty.
Theorem 3. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) if $\left(R_{\alpha}\right)_{\alpha}$ is a family of regularities in $\mathcal{A}$, then $R=\bigcap_{\alpha} R_{\alpha}$ is a regularity. The corresponding spectrum satisfies

$$
\sigma_{R}(a)=\bigcup_{\alpha} \sigma_{R_{\alpha}}(a)
$$

(ii) if $\left(R_{\alpha}\right)$ is a directed system (i.e., for all $\alpha, \beta$ there exists $\gamma$ such that $R_{\gamma} \supset R_{\alpha} \cup$ $R_{\beta}$ ) of regularities in $\mathcal{A}$, then $R^{\prime}=\bigcup_{\alpha} R_{\alpha}$ is a regularity. The corresponding spectrum satisfies

$$
\sigma_{R^{\prime}}(a)=\bigcap_{\alpha} \sigma_{R_{\alpha}}(a) ;
$$

(iii) if $J$ is a closed two-sided ideal in $\mathcal{A}, \pi: \mathcal{A} \rightarrow \mathcal{A} / J$ the canonical projection and $R$ a regularity in $\mathcal{A} / J$, then $\pi^{-1} R$ is a regularity in $\mathcal{A}$.

Proof. Clear.
In many cases it is possible to verify the axioms of a regularity using the following criterion:

Theorem 4. Let $R$ be a non-empty subset of a Banach algebra $\mathcal{A}$ satisfying

$$
\begin{equation*}
a b \in R \Leftrightarrow a \in R \quad \text { and } \quad b \in R \tag{P1}
\end{equation*}
$$

for all commuting elements $a, b \in \mathcal{A}$. Then $R$ is a regularity.
Proof. Clear.
Examples 5. Let $\mathcal{A}$ be a Banach algebra. The following sets are regularities since they satisfy (P1).
(i) $R_{1}=\mathcal{A}$; the corresponding spectrum is empty for every $a \in \mathcal{A}$.
(ii) $R_{2}=\operatorname{Inv}(\mathcal{A})$; this gives the ordinary spectrum $\sigma_{R}(a)$.
(iii) The sets $R_{3}=\operatorname{Inv}_{l}(\mathcal{A})$ and $R_{4}=\operatorname{Inv}_{r}(\mathcal{A})$ of all left (right) invertible elements of $\mathcal{A}$.
(iv) The sets $R_{5}$ and $R_{6}$ all elements of $\mathcal{A}$ which are not left (right) topological divisors of zero.
(v) The sets $R_{7}$ and $R_{8}$ of all elements that are not left (right) divisors of zero.

Definition 6. The spectra corresponding to the regularities $R_{3}-R_{8}$ are: the left spectrum

$$
\sigma_{l}(a)=\left\{\lambda \in \mathbb{C}: a-\lambda \neq \operatorname{Inv}_{l}(\mathcal{A})\right\}=\left\{\lambda \in \mathbb{C}: 1_{\mathcal{A}} \notin \mathcal{A}(a-\lambda)\right\} ;
$$

the right spectrum

$$
\sigma_{r}(a)=\left\{\lambda \in \mathbb{C}: a-\lambda \neq \operatorname{Inv}_{r}(\mathcal{A})\right\}=\left\{\lambda \in \mathbb{C}: 1_{\mathcal{A}} \notin(a-\lambda) \mathcal{A}\right\} ;
$$

the left approximate point spectrum

$$
\tau_{l}(a)=\{\lambda \in \mathbb{C}: a-\lambda \text { is a left topological divisor of zero }\} ;
$$

the right approximate point spectrum

$$
\tau_{r}(a)=\{\lambda \in \mathbb{C}: a-\lambda \text { is a right topological divisor of zero }\} ;
$$

the left point spectrum $\pi_{l}(a)=\{\lambda \in \mathbb{C}: a-\lambda$ is a left divisor of zero $\}$ and the right point spectrum $\pi_{r}(a)=\{\lambda \in \mathbb{C}: a-\lambda$ is a right divisor of zero $\}$.

Obviously, $\pi_{l}(a) \subset \tau_{l}(a) \subset \sigma_{l}(a), \pi_{r}(a) \subset \tau_{r}(a) \subset \sigma_{r}(a)$ and $\partial \sigma(a) \subset \tau_{l}(a) \cap$ $\tau_{r}(a)$. Theorems 1.14 and 1.17 imply that $\sigma_{l}, \sigma_{r}, \tau_{l}$ and $\tau_{r}$ are always closed and non-empty. The point spectra $\pi_{l}$ and $\pi_{r}$ can be both empty and non-closed.

Further examples of regularities will be given later.
Every spectrum defined by a regularity satisfies the spectral mapping theorem:

Theorem 7. (spectral mapping theorem) Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ and let $\sigma_{R}$ be the corresponding spectrum. Then

$$
\sigma_{R}(f(a))=f\left(\sigma_{R}(a)\right)
$$

for every $a \in \mathcal{A}$ and every function $f$ analytic on a neighbourhood of $\sigma(a)$ which is non-constant on each component of its domain of definition.

Proof. Let $\mu \in \mathbb{C}$. It is sufficient to show that

$$
\begin{equation*}
\mu \notin \sigma_{R}(f(a)) \Leftrightarrow \mu \notin f\left(\sigma_{R}(a)\right) \tag{1}
\end{equation*}
$$

Since $f-\mu$ has only a finite number of zeros $\lambda_{1}, \ldots, \lambda_{n}$ in $\sigma(a)$, it can be written as $f(z)-\mu=\left(z-\lambda_{1}\right)^{k_{1}} \cdots\left(z-\lambda_{n}\right)^{k_{n}} \cdot g(z)$, where $g$ is a function analytic on a neighbourhood of $\sigma(a)$ and $g(z) \neq 0$ for $z \in \sigma(a)$. Then $f(a)-\mu=(a-$ $\left.\lambda_{1}\right)^{k_{1}} \cdots\left(a-\lambda_{n}\right)^{k_{n}} \cdot g(a)$ and $g(a)$ is invertible by the spectral mapping theorem for the ordinary spectrum.

Thus (1) is equivalent to

$$
\begin{equation*}
f(a)-\mu \in R \Leftrightarrow a-\lambda_{i} \in R \quad(i=1, \ldots, n) . \tag{2}
\end{equation*}
$$

Since $g(a)$ is invertible, by Proposition 2 (iii) and Definition 1 (ii), this is equivalent to

$$
\begin{equation*}
\left(a-\lambda_{1}\right)^{k_{1}} \cdots\left(a-\lambda_{n}\right)^{k_{n}} \in R \Leftrightarrow\left(a-\lambda_{i}\right)^{k_{i}} \in R \quad(i=1, \ldots, n) \tag{3}
\end{equation*}
$$

Since for all relatively prime polynomials $p, q$ there exist polynomials $p_{1}, q_{1}$ such that $p p_{1}+q q_{1}=1$, we have $p(a) p_{1}(a)+q(a) q_{1}(a)=1_{\mathcal{A}}$ and it is possible to apply property (ii) of Definition 1 inductively to get (3). This completes the proof.

We will see later that the assumption that $f$ is non-constant on each component is really necessary. However, in many cases this condition can be left out. The question whether the spectral mapping theorem is true for all analytic functions is closely related to the non-emptiness of the spectrum (clearly the spectral mapping theorem for constant functions cannot be true if $\sigma_{R}(x)=\emptyset$ for some $x \in \mathcal{A}$ and $0 \notin R$. We give a simple criterion (in the most interesting case of the algebra $\mathcal{B}(X))$ which is usually easy to verify.

Let $X$ be a Banach space, let $R$ be a regularity in $\mathcal{B}(X)$ and let $X=X_{1} \oplus X_{2}$. Let us write $R_{1}=\left\{T_{1} \in \mathcal{B}\left(X_{1}\right): T_{1} \oplus I \in R\right\}$ and $R_{2}=\left\{T_{2} \in \mathcal{B}\left(X_{2}\right): I \oplus T_{2} \in R\right\}$. If $X_{i} \neq\{0\}$, then $R_{i}$ is a regularity in $\mathcal{B}\left(X_{i}\right) \quad(i=1,2)$. Indeed, to see condition (ii)
of Definition 1 (e.g., for $R_{1}$ ), note that if $A_{1} C_{1}+B_{1} D_{1}=I_{X_{1}}$ for some commuting $A_{1}, B_{1}, C_{1}, D_{1}, \in \mathcal{B}\left(X_{1}\right)$, then

$$
\left(A_{1} \oplus I\right)\left(C_{1} \oplus I\right)+\left(B_{1} \oplus I\right)\left(D_{1} \oplus 0\right)=I_{X}
$$

If $T_{1} \in \mathcal{B}\left(X_{1}\right)$ and $T_{2} \in \mathcal{B}\left(X_{2}\right)$, then

$$
T_{1} \oplus T_{2} \in R \Leftrightarrow T_{1} \in R_{1} \quad \text { and } \quad T_{2} \in R_{2} .
$$

Indeed, this follows from the observation that

$$
\left(T_{1} \oplus I\right)(0 \oplus I)+\left(I \oplus T_{2}\right)(I \oplus 0)=I_{X}
$$

Note that in all examples given above the regularities $R_{1}, R_{2}$ are defined in a canonical way: for example, if $R=\{T \in \mathcal{B}(X): T$ is left invertible $\}$, then we have $R_{1}=$ $\left\{T_{1} \in \mathcal{B}\left(X_{1}\right): T_{1}\right.$ is left invertible $\}$ and $R_{2}=\left\{T_{2} \in \mathcal{B}\left(X_{2}\right): T_{2}\right.$ is left invertible $\}$.

Theorem 8. Let $X$ be a Banach space, let $R$ be a regularity in $\mathcal{B}(X)$ and let $\sigma_{R}$ be the corresponding spectrum. Suppose that for all pairs of complementary subspaces $X_{1}, X_{2}, X=X_{1} \oplus X_{2}$ such that $R_{1}=\left\{S_{1} \in \mathcal{B}\left(X_{1}\right): S_{1} \oplus I \in R\right\} \neq$ $\mathcal{B}\left(X_{1}\right)$ the corresponding spectrum $\sigma_{R_{1}}\left(T_{1}\right)=\left\{\lambda: T_{1}-\lambda \notin R_{1}\right\}$ is non-empty for every $T_{1} \in \mathcal{B}\left(X_{1}\right)$. Then $\sigma_{R}(f(T))=f\left(\sigma_{R}(T)\right)$ for every $T \in \mathcal{B}(X)$ and every function $f$ analytic on a neighbourhood of $\sigma(T)$.

Proof. Let $\mu \in \mathbb{C}$. It is sufficient to show that

$$
\mu \notin \sigma_{R}(f(T)) \Longleftrightarrow \mu \notin f\left(\sigma_{R}(T)\right)
$$

Let $U_{1}, U_{2}$ be open subsets of the domain of definition of $f$ such that $U_{1} \cup U_{2} \supset$ $\sigma(T), f \mid U_{1}$ is identically equal to $\mu$ and $(f-\mu) \mid U_{2}$ can be written as $(f-\mu) \mid U_{2}=$ $p(z) g(z)$, where $p$ is a non-zero polynomial and $g$ is analytic and has no zeros in $U_{2} \cap \sigma(T)$. Let $X_{1}, X_{2}$ be the spectral subspaces corresponding to $U_{1}$ and $U_{2}$, i.e., $X=X_{1} \oplus X_{2}, T=T_{1} \oplus T_{2}$ where $T_{i}=T \mid X_{i}$ and $\sigma\left(T_{i}\right) \subset U_{i} \quad(i=1,2)$, see Corollary 1.38.

Let $R_{1} \subset \mathcal{B}\left(X_{1}\right)$ and $R_{2} \subset \mathcal{B}\left(X_{2}\right)$ be the regularities defined above and let $\sigma_{R_{1}}, \sigma_{R_{2}}$ be the corresponding spectra. It is clear that $\sigma_{R}(T)=\sigma_{R_{1}}\left(T_{1}\right) \cup \sigma_{R_{2}}\left(T_{2}\right)$. The following statements are equivalent:

$$
\begin{array}{ll}
\mu \notin \sigma_{R}(f(T)) ; & f(T)-\mu \in R ; \\
0 \in R_{1} \text { and } f\left(T_{2}\right)-\mu I_{X_{2}} \in R_{2} ; & R_{1}=\mathcal{B}\left(X_{1}\right) \text { and } p\left(T_{2}\right) \in R_{2} ; \\
\sigma_{R_{1}}\left(T_{1}\right)=\emptyset \text { and } 0 \notin p\left(\sigma_{R_{2}}\left(T_{2}\right)\right) ; & \mu \notin f\left(\sigma_{R_{1}}\left(T_{1}\right) \cup \sigma_{R_{2}}\left(T_{2}\right)\right) ; \\
\mu \notin f\left(\sigma_{R}(T)\right) . &
\end{array}
$$

We are now going to study the continuity properties of spectra.
For basic definitions and properties of semicontinuous set-valued mappings we refer to Appendix A.4.

Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ and let $\sigma_{R}$ be the corresponding spectrum. We consider the following properties of $R$ (or $\sigma_{R}$ ):
(P2) "Upper semicontinuity of $\sigma_{R}$ ": if $a_{n}, a \in \mathcal{A}, a_{n} \rightarrow a, \lambda_{n} \in \sigma_{R}\left(a_{n}\right)$ and $\lambda_{n} \rightarrow \lambda$, then $\lambda \in \sigma_{R}(a)$.
(P3) "Upper semicontinuity on commuting elements": if $a_{n}, a \in \mathcal{A}, a_{n} \rightarrow a$, $a_{n} a=a a_{n}$ for every $n, \lambda_{n} \in \sigma_{R}\left(a_{n}\right)$ and $\lambda_{n} \rightarrow \lambda$, then $\lambda \in \sigma_{R}(a)$.
(P4) "Continuity on commuting elements": if $a_{n}, a \in \mathcal{A}, a_{n} \rightarrow a$ and $a_{n} a=$ $a a_{n}$ for every $n$, then $\lambda \in \sigma_{R}(a)$ if and only if there exists a sequence $\lambda_{n} \in \sigma_{R}\left(a_{n}\right)$ such that $\lambda_{n} \rightarrow \lambda$.

Evidently, either (P2) or (P4) implies (P3). If $\sigma_{R}$ satisfies (P3), then, by considering a constant sequence $a_{n}=a$, the spectrum $\sigma_{R}(a)$ is closed for every $a \in \mathcal{A}$.

Proposition 9. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$, let $\sigma_{R}$ be the corresponding spectrum. The following conditions are equivalent:
(i) $(P 2)$;
(ii) $\sigma_{R}(a)$ is closed for every $a \in \mathcal{A}$ and the mapping $a \mapsto \sigma_{R}(a)$ is upper semicontinuous;
(iii) $R$ is an open subset of $\mathcal{A}$.

Proof. (iii) $\Rightarrow$ (i): Let $a_{n}, a \in \mathcal{A}, a_{n} \rightarrow a, \lambda_{n} \in \sigma_{R}\left(a_{n}\right)$ and $\lambda_{n} \rightarrow \lambda$. Then $a_{n}-\lambda_{n} \notin R$. Since $\mathcal{A} \backslash R$ is closed, we conclude that $a-\lambda \notin R$. Hence $\lambda \in \sigma_{R}(a)$.
(i) $\Rightarrow$ (iii): We prove that $\mathcal{A} \backslash R$ is closed. Let $a_{n} \in \mathcal{A} \backslash R, a_{n} \rightarrow a$. Then $0 \in \sigma_{R}\left(a_{n}\right)$ for each $n$. From (i) we conclude that $0 \in \sigma_{R}(a)$. Hence $a \in \mathcal{A} \backslash R$.
(i) $\Leftrightarrow$ (ii) follows from Theorem A.4.3.

Proposition 10. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ and let $\sigma_{R}$ be the corresponding spectrum. The following conditions are equivalent:
(i) (P3);
(ii) $\sigma_{R}(a)$ is closed for every $a \in \mathcal{A}$, and for each neighbourhood $U$ of $\sigma_{R}(a)$ there exists $\varepsilon>0$ such that $\sigma_{R}(a+u) \subset U$ whenever $u \in \mathcal{A}$, au $=u a$ and $\|u\|<\varepsilon$;
(iii) If $a \in R$, then there exists $\varepsilon>0$ such that $u \in \mathcal{A}$, $u a=a u$ and $\|u\|<\varepsilon$ implies $a+u \in R$.

Proof. Analogous to Proposition 9.
Recall that for two sets $L, M \subset \mathbb{C}$ we write $\Delta(L, M)=\sup _{l \in L} \operatorname{dist}\{l, M\}$. The Hausdorff distance is defined by $\widehat{\Delta}(L, M)=\max \{\Delta(L, M), \Delta(M, L)\}$.

Proposition 11. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$, let $\sigma_{R}$ be the corresponding spectrum.
(i) Suppose that, for every $a \in \mathcal{A}$,

$$
\inf \{|z|: z \in \mathbb{C}, a-z \notin R\}=\inf \{\|u\|: u \in \mathcal{A}, u b=b u, a-u \notin R\}
$$

Then $\widehat{\Delta}\left(\sigma_{R}(a), \sigma_{R}(b)\right) \leq\|a-b\|$ for all commuting $a, b \in \mathcal{A}$.
(ii) If $\sigma_{R}(a)$ is closed for every $a \in \mathcal{A}$ and $\Delta\left(\sigma_{R}(a), \sigma_{R}(b)\right) \leq\|a-b\|$ for all commuting $a, b \in \mathcal{A}$, then $\sigma_{R}$ satisfies ( P 4 ).

Proof. (i) Let $a, b \in \mathcal{A}, a b=b a$ and let $\lambda \in \sigma_{R}(a)$. We prove $\operatorname{dist}\left\{\lambda, \sigma_{R}(b)\right\} \leq$ $\|a-b\|$. This is clear if $\lambda \in \sigma_{R}(b)$. If $\lambda \notin \sigma_{R}(b)$, then

$$
\begin{aligned}
\|a-b\| & =\|(a-\lambda)-(b-\lambda)\| \\
& \geq \inf \{\|u\|: u \in \mathcal{A}, u(b-\lambda)=(b-\lambda) u,(b-\lambda)+u \notin R\} \\
& =\inf \left\{|z|: z \in \sigma_{R}(b-\lambda)\right\}=\operatorname{dist}\left\{0, \sigma_{R}(b-\lambda)\right\}=\operatorname{dist}\left\{\lambda, \sigma_{R}(b)\right\} .
\end{aligned}
$$

Thus

$$
\Delta\left(\sigma_{R}(a), \sigma_{R}(b)\right)=\sup _{\lambda \in \sigma_{R}(a)} \operatorname{dist}\left\{\lambda, \sigma_{R}(b)\right\} \leq\|a-b\|
$$

and, by symmetry, $\widehat{\Delta}\left(\sigma_{R}(a), \sigma_{R}(b)\right) \leq\|a-b\|$.
(ii) Let $a_{n} a=a a_{n}, a_{n} \rightarrow a, \lambda_{n} \in \sigma_{R}\left(a_{n}\right)$ and $\lambda_{n} \rightarrow \lambda$. Then, for each $n$, there exists $\mu_{n} \in \sigma_{R}(a)$ with $\left|\mu_{n}-\lambda_{n}\right| \leq\left\|a_{n}-a\right\|$. Clearly, $\mu_{n} \rightarrow \lambda$, and so $\lambda \in \sigma_{R}(a)$ since $\sigma_{R}(a)$ is closed. This proves the upper semicontinuity.

If we restrict $\sigma_{R}$ to the set $\left\{a, a_{1}, a_{2}, \ldots\right\}$, then the lower semicontinuity follows from Theorem A.4.4.

In general, the left and right point spectra are not closed, and so they do not satisfy (P3) (and therefore neither (P2) nor (P4)). On the other hand $\sigma_{l}, \sigma_{r}, \tau_{l}$ and $\tau_{r}$ are defined by open regularities, so these spectra satisfy ( P 2 ). They satisfy also ( P 4 ) (we prove a more general result in the next section).

The upper semicontinuity on commuting elements enables us to weaken the axioms of regularity.

Theorem 12. Let $R$ be a non-empty subset of a Banach algebra $\mathcal{A}$ satisfying ( P 3 ) and
(i) if $a \in R$ and $n \in \mathbb{N}$, then $a^{n} \in R$,
(ii) if a,b,c,d, are mutually commuting elements of $\mathcal{A}$ and $a c+b d=1_{\mathcal{A}}$, then $a b \in R \Leftrightarrow a \in R$ and $b \in R$.

Then $R$ is a regularity.

Proof. It is sufficient to show the implication $a^{n} \in R \Rightarrow a \in R \quad(n \geq 2)$. By (P3), $a^{n}-\mu a=a\left(a^{n-1}-\mu\right) \in R$ for some non-zero complex number $\mu$. Since

$$
\left(a^{n-1}-\mu\right) \cdot\left(-\mu^{-1}\right)+a\left(\mu^{-1} a^{n-2}\right)=1_{\mathcal{A}},
$$

we have $a \in R$ by (ii).
Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ and $\sigma_{R}$ the corresponding spectrum. We say that $\sigma_{R}$ is spectral-radius-preserving if $\sigma_{R}(a)$ is closed and $\max \left\{|\lambda|: \lambda \in \sigma_{R}(a)\right\}=r(a)$ for each $a \in \mathcal{A}$.

Theorem 13. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ such that the corresponding spectrum $\sigma_{R}$ is spectral-radius-preserving. Then $\partial \sigma(a) \subset \sigma_{R}(a)$ for all $a \in \mathcal{A}$.

Proof. Suppose on the contrary that $\lambda_{0} \in \partial \sigma(a)$ and there exists $\varepsilon>0$ such that $\left\{z:\left|z-\lambda_{0}\right|<\varepsilon\right\} \cap \sigma_{R}(a)=\emptyset$. Choose $\lambda_{1} \in \mathbb{C} \backslash \sigma(a)$ with $\left|\lambda_{0}-\lambda_{1}\right|<\varepsilon / 2$. Consider the function $f(z)=\left(z-\lambda_{1}\right)^{-1}$. Then

$$
\begin{aligned}
\operatorname{dist}\left\{\lambda_{1}, \sigma_{R}(a)\right\}^{-1} & =\sup \left\{|f(z)|: z \in \sigma_{R}(a)\right\}=\sup \left\{|z|: z \in \sigma_{R}(f(a))\right\} \\
& =r(f(a))=\max \{|f(z)|: z \in \sigma(a)\} \geq \frac{1}{\left|\lambda_{0}-\lambda_{1}\right|}>\frac{2}{\varepsilon}
\end{aligned}
$$

Thus there exists $\lambda_{2} \in \sigma_{R}(a)$ with $\left|\lambda_{2}-\lambda_{1}\right|<\varepsilon / 2$, and so $\left|\lambda_{2}-\lambda_{0}\right|<\varepsilon$, a contradiction.

Upper semicontinuous spectra have always many continuity points.
Theorem 14. Let $R$ be a regularity in a Banach algebra $\mathcal{A}$ satisfying property (P2) (upper semicontinuity). Then the set of all discontinuity points of the set-valued function $a \mapsto \sigma_{R}(a)$ is of the first category.

Proof. For every complex number $\lambda$ let $f_{\lambda}: \mathcal{A} \rightarrow\langle 0, \infty\rangle$ be the function defined by $f_{\lambda}(a)=\operatorname{dist}\left\{\lambda, \sigma_{R}(a)\right\}$ (if $\sigma_{R}(a)=\emptyset$, then we set $\left.f_{\lambda}(a)=\infty\right)$. The result follows from the following three statements:
(a) $f_{\lambda}$ is lower semicontinuous for every $\lambda$.
(b) The mapping $a \mapsto \sigma_{R}(a)$ is continuous at $x$ if and only if $f_{\lambda}$ is continuous at $x$ for every $\lambda$ from a dense subset of $\mathbb{C}$.
(c) The set of all discontinuity points of a lower semicontinuous function $f: \mathcal{A} \rightarrow$ $\langle 0, \infty\rangle$ is of the first category.
(a) Let $a \in \mathcal{A}, \lambda \in \mathbb{C}$. We must show that $f_{\lambda}(a) \leq \liminf _{x \rightarrow a} f_{\lambda}(x)$. This is clear if $f_{\lambda}(a)=0$. Suppose that $f_{\lambda}(a)>0$ and choose $r, 0<r<f_{\lambda}(a)=$ $\operatorname{dist}\left\{\lambda, \sigma_{R}(a)\right\}$. Then $\sigma_{R}(a) \subset \mathbb{C} \backslash\{z:|z-\lambda| \leq r\}$, so there exists $\delta>0$ such that $\sigma_{R}(x) \subset \mathbb{C} \backslash\{z:|z-\lambda| \leq r\}$ for every $x \in \mathcal{A}$ with $\|x-a\|<\delta$. For $x$ in this neighbourhood we have $f_{\lambda}(x) \geq r$ and $\liminf _{x \rightarrow a} f_{\lambda}(x) \geq r$. Since $r<f_{\lambda}(a)$ was arbitrary, we have $\liminf _{x \rightarrow a} f_{\lambda}(x) \geq f_{\lambda}(a)$ and $f_{\lambda}$ is lower semicontinuous.
(b) Suppose that $x \mapsto \sigma_{R}(x)$ is continuous at $a \in \mathcal{A}$. Let $\lambda \in \mathbb{C}$. We show that $f_{\lambda}$ is continuous at $a$. By (a), it is sufficient to show that $f_{\lambda}(a) \geq \lim \sup _{x \rightarrow a} f_{\lambda}(x)$. This is clear if $f_{\lambda}(a)=\infty$, i.e., if $\sigma_{R}(a)=\emptyset$. Suppose that $\sigma_{R}(a) \neq \emptyset$. Let $\varepsilon>0$. By lower semicontinuity of $\sigma_{R}$, there exists $\delta>0$ such that $\operatorname{dist}\left\{\lambda, \sigma_{R}(x)\right\} \leq f_{\lambda}(a)+\varepsilon$ whenever $\|x-a\|<\delta$. Thus lim sup $x_{x \rightarrow a} f_{\lambda}(x) \leq f_{\lambda}(a)+\varepsilon$ and, since $\varepsilon$ was arbitrary, we have $\lim \sup _{x \rightarrow a} f_{\lambda}(x) \leq f_{\lambda}(a)$. Hence $f_{\lambda}$ is continuous at $a$.

Conversely, let $x \mapsto \sigma_{R}(x)$ be discontinuous at $a$. Since $\sigma_{R}$ is upper semicontinuous, there exist an open set $U \subset \mathbb{C}$ and points $x_{1}, x_{2}, \cdots \in \mathcal{A}$ such that $U \cap \sigma_{R}(a) \neq \emptyset, x_{n} \rightarrow a$ and $U \cap \sigma_{R}\left(x_{n}\right)=\emptyset$ for every $n$. Choose $\lambda_{0} \in U \cap \sigma_{R}(a)$ and let $r$ be a positive number with $\left\{z:\left\|z-\lambda_{0}\right\|<r\right\} \subset U$. Choose $\lambda$ in the dense subset of $\mathbb{C}$ with $\left|\lambda-\lambda_{0}\right|<r / 3$. Then $f_{\lambda}(a)=\operatorname{dist}\left\{\lambda, \sigma_{R}(a)\right\}<r / 3$ and $f_{\lambda}\left(x_{n}\right)>2 r / 3$ for every $n$. Hence $f_{\lambda}$ is not continuous at $a$.
(c) Let $f: \mathcal{A} \rightarrow\langle 0, \infty\rangle$ be a lower semicontinuous function. Suppose $f$ is not continuous at a point $a \in \mathcal{A}$. Then $f(a)<\lim \sup _{x \rightarrow a} f(x)$. Find a rational number $r$ such that $f(a)<r<\lim \sup _{x \rightarrow a} f(x)$. Then $f^{-1}(\langle 0, r\rangle)$ is a closed subset of $\mathcal{A}$ and $a \in \partial f^{-1}(\langle 0, r\rangle)$. Hence the set of all discontinuity points of $f$ is contained in $\bigcup\left\{\partial f^{-1}(\langle 0, r\rangle): r\right.$ rational $\}$, which is of the first category.

## $7 \quad$ Spectral systems

In Section 3 we studied the spectrum, approximate point spectrum and the Shilov spectrum defined for $n$-tuples of elements of a commutative Banach algebra. In this section we introduce and study general spectra defined for commuting $n$-tuples in a (in general non-commutative) Banach algebra.

Let $\mathcal{A}$ be a Banach algebra. Denote by $c_{n}(\mathcal{A})$ the set of all $n$-tuples of mutually commuting elements of $\mathcal{A}$ and set $c(\mathcal{A})=\bigcup_{n=1}^{\infty} c_{n}(\mathcal{A})$.

Definition 1. Let $R$ be a subset of $c(\mathcal{A}), R=\bigcup_{n=1}^{\infty} R_{n}$ where $R_{n} \subset c_{n}(\mathcal{A})$. The set $R$ is called a joint regularity if it satisfies the following conditions (for all $n \geq 1$ ):
(i) if $\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in c(\mathcal{A})$ and $\sum_{i=1}^{n} x_{i} y_{i}=1_{\mathcal{A}}$, then $\left(x_{1}, \ldots, x_{n}\right) \in R_{n}$;
(ii) if $\left(x_{1}, \ldots, x_{n}\right) \in R_{n}$ and $x_{n+1}$ commutes with $x_{i}(1 \leq i \leq n)$, then $\left(x_{1}, \ldots, x_{n}, x_{n+1}\right) \in R_{n+1} ;$
(iii) if $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ and $\left(x_{0}-\lambda, x_{1}, \ldots, x_{n}\right) \in R_{n+1}$ for every $\lambda \in \mathbb{C}$, then $\left(x_{1}, \ldots, x_{n}\right) \in R_{n}$.

Proposition 2. Let $R=\bigcup_{i=1}^{\infty} R_{n}$ be a joint regularity in a Banach algebra $\mathcal{A}$ and let $\left(x_{1}, \ldots, x_{n}\right) \in R_{n}$. Then $\left(x_{\pi(1)}, \ldots, x_{\pi(n)}\right) \in R_{n}$ for every permutation $\pi$ of the set $\{1, \ldots, n\}$.

Proof. By (ii), we have $\left(x_{1}, \ldots, x_{n}, x_{\pi(1)}, \ldots, x_{\pi(n)}\right) \in R_{2 n}$. Let $\lambda \in \mathbb{C}, \lambda \neq 0$. Then $x_{1}$ appears in the $n$-tuple $x_{\pi(1)}, \ldots, x_{\pi(n)}$ and $-\lambda^{-1}\left(x_{1}-\lambda\right)+0 x_{2}+\cdots+$
$0 x_{n}+\lambda^{-1} x_{1}=1_{\mathcal{A}}$. Thus, by Definition 1 (i),

$$
\left(x_{1}-\lambda, x_{2}, \ldots, x_{n}, x_{\pi(1)}, \ldots, x_{\pi(n)}\right) \in R_{2 n}
$$

By (iii), we conclude that $\left(x_{2}, \ldots, x_{n}, x_{\pi(1)}, \ldots, x_{\pi(n)}\right) \in R_{2 n-1}$. By repeating this argument we get $\left(x_{3}, \ldots, x_{n}, x_{\pi(1)}, \ldots, x_{\pi(n)}\right) \in R_{2 n-2}$, and finally, $\left(x_{\pi(1)}, \ldots\right.$, $\left.x_{\pi(n)}\right) \in R_{n}$.

Corollary 3. Let $R$ be a joint regularity in a Banach algebra $\mathcal{A}$, let $n \geq 2$ and $1 \leq k \leq n$. Then:
(i) if $\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ and $\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}\right) \in R_{n-1}$, then

$$
\left(x_{1}, \ldots, x_{n}\right) \in R_{n}
$$

(ii) if $\left(x_{1}, \ldots, x_{k-1}, x_{k}-\lambda, x_{k+1}, \ldots, x_{n}\right) \in R_{n}$ for all $\lambda \in \mathbb{C}$, then

$$
\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}\right) \in R_{n-1} .
$$

Definition 4. Let $\mathcal{A}$ be a Banach algebra. A spectral system is a mapping which assigns to every finite family $x_{1}, \ldots, x_{n}$ of mutually commuting elements of $\mathcal{A}$ a subset $\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right) \subset \mathbb{C}^{n}$ that satisfies the following conditions:
(i) if $x=\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ and $\langle x\rangle$ is the algebra generated by $x_{1}, \ldots, x_{n}$, then $\tilde{\sigma}(x) \subset \sigma^{\langle x\rangle}(x)$;
(ii) (projection property) if $1 \leq m \leq n, 1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq n$ and $\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$, then $\tilde{\sigma}\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)=Q \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)$ where $Q: \mathbb{C}^{n} \rightarrow$ $\mathbb{C}^{m}$ is the projection defined by $Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\left(\lambda_{i_{1}}, \ldots, \lambda_{i_{m}}\right)$.

Spectral systems are in one-to-one correspondence with the joint regularities.
Theorem 5. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) if $R \subset c(\mathcal{A})$ is a joint regularity, then $\sigma_{R}$ defined by

$$
\sigma_{R}\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}:\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\lambda_{n}\right) \notin R_{n}\right\}
$$

is a spectral system;
(ii) if $\tilde{\sigma}$ is a spectral system, then $R=\bigcup_{n=1}^{\infty} R_{n}$ defined by

$$
R_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A}):(0, \ldots, 0) \notin \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)\right\}
$$

is a joint regularity.
Proof. (i) If $\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \notin \sigma^{\langle x\rangle}(x)$, then $\sum_{i=1}^{n}\left(x_{i}-\right.$ $\left.\lambda_{i}\right) y_{i}=1_{\mathcal{A}}$ for some $y_{1}, \ldots, y_{n} \in\langle x\rangle$. Then, by Definition 1 (i), $\left(x_{1}-\lambda_{1}, \ldots, x_{n}-\right.$ $\left.\lambda_{n}\right) \in R_{n}$, and so $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \notin \sigma_{R}\left(x_{1}, \ldots, x_{n}\right)$.

Let $1 \leq k \leq n$ and let $P: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n-1}$ be the projection defined by $P\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\left(\lambda_{1}, \ldots, \lambda_{k-1}, \lambda_{k+1}, \ldots, \lambda_{n}\right)$. By Corollary 3, we get

$$
\sigma_{R}\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}\right)=P \sigma_{R}\left(x_{1}, \ldots, x_{n}\right)
$$

The projection property can be obtained by a repeated use of this observation.
(ii) Conversely, let $\tilde{\sigma}$ be a spectral system and let $R$ be defined by $R=$ $\bigcup_{n=0}^{\infty} R_{n}$, where $R_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A}):(0, \ldots, 0) \notin \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)\right\}$. Then $R$ is a joint regularity. Indeed, axioms (ii) and (iii) of Definition 1 follow immediately from the projection property. Let $\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in c_{2 n}(\mathcal{A}), \sum_{i=1}^{n} x_{i} y_{i}=$ $1_{\mathcal{A}}$. Then

$$
(\underbrace{0, \ldots, 0}_{n}) \notin \sigma^{\left\langle x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right\rangle}\left(x_{1}, \ldots, x_{n}\right),
$$

and so, by the projection property of the spectrum in the commutative Banach algebra $\left\langle x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right\rangle$,

$$
\left(0, \ldots, 0, \lambda_{1}, \ldots, \lambda_{n}\right) \notin \sigma^{\left\langle x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right\rangle}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)
$$

for all $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$. Thus $\left(0, \ldots, 0, \lambda_{1}, \ldots, \lambda_{n}\right) \notin \tilde{\sigma}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right)$ and, by the projection property, $(0, \ldots, 0) \notin \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)$. Hence $\left(x_{1}, \ldots, x_{n}\right) \in$ $R_{n}$.

Proposition 6. Let $R \subset c(\mathcal{A})$ be a joint regularity and $\sigma_{R}$ the corresponding spectral system. The following conditions are equivalent:
(i) $\{0\} \notin R_{1}$;
(ii) $\sigma_{R}\left(x_{1}, \ldots, x_{n}\right)$ is non-empty for all $\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$;
(iii) there exist $\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ such that $\sigma_{R}\left(x_{1}, \ldots, x_{n}\right) \neq \emptyset$;
(iv) $R \neq c(\mathcal{A})$.

Proof. (i) $\Rightarrow$ (ii): Let $x=\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$. We have $0 \in \sigma_{R}(0)$ and so, by the projection property, there exists $\lambda \in \mathbb{C}^{n}$ such that $(0, \lambda) \in \sigma_{R}(0, x)$. Again by the projection property, $\lambda \in \sigma_{R}(x)$.

The implications (ii) $\Rightarrow$ (iii) and (iii) $\Rightarrow$ (iv) are trivial.
(iv) $\Rightarrow$ (i): Let $\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ and suppose that $0 \in R_{1}$. Then $\lambda \cdot 1_{\mathcal{A}} \in$ $R_{1}$ for every $\lambda \in \mathbb{C}$, and so $\left(\lambda, x_{1}, \ldots, x_{n}\right) \in R$ for all $\lambda \in \mathbb{C}$. Consequently, $\left(x_{1}, \ldots, x_{n}\right) \in R$.

An arbitrary spectral system possesses the spectral mapping property.
Theorem 7. Let $\mathcal{A}$ be a Banach algebra, $\tilde{\sigma}$ a spectral system in $\mathcal{A}$ and suppose that $x=\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$. Let $f=\left(f_{1}, \ldots, f_{m}\right)$ be an $m$-tuple of functions analytic in a neighbourhood of $\sigma^{\langle x\rangle}(x)$. Then

$$
\tilde{\sigma}(f(x))=f(\tilde{\sigma}(x)), \quad \text { where } \quad f(x)=\left(f_{1}(x), \ldots, f_{m}(x)\right)
$$

Proof. We have

$$
\begin{aligned}
& \tilde{\sigma}(x, f(x)) \subset \sigma^{\langle x, f(x)\rangle}(x, f(x))=\sigma^{\langle x\rangle}(x, f(x)) \\
& =\{(\varphi(x), \varphi(f(x))): \varphi \in \mathcal{M}(\langle x\rangle)\}=\left\{(z, f(z)): z \in \sigma^{\langle x\rangle}(x)\right\} .
\end{aligned}
$$

The following statements are equivalent:
$w \in f(\tilde{\sigma}(x)) ;$
there exists $z \in \tilde{\sigma}(x)$ such that $w=f(z)$;
there exists $z \in \tilde{\sigma}(x)$ such that $(z, w) \in \tilde{\sigma}(x, f(x))$;
$w \in \tilde{\sigma}(f(x))$.
Theorem 8. Let $R$ be a joint regularity in a Banach algebra $\mathcal{A}$. Then $R_{1}=\left\{x_{1} \in\right.$ $\left.\mathcal{A}:\left\{x_{1}\right\} \in R\right\}$ is a regularity satisfying property (P1).

Proof. Let $a, b \in \mathcal{A}, a b=b a$. If $a, b \in R_{1}$, then

$$
\begin{aligned}
\sigma_{R}(a b)= & \left\{\lambda \mu:(\lambda, \mu) \in \sigma_{R}(a, b)\right\} \subset\left\{\lambda \mu: \lambda \in \sigma_{R}(a), \mu \in \sigma_{R}(b)\right\} \\
& \subset\{\lambda \mu: \lambda, \mu \neq 0\} \subset \mathbb{C} \backslash\{0\},
\end{aligned}
$$

and so $a b \in R_{1}$.
Conversely, if $a \notin R_{1}$, then $0 \in \sigma_{R}(a)$ and there exists $\lambda \in \mathbb{C}$ such that $(0, \lambda) \in \sigma_{R}(a, b)$. By Theorem $7,0=0 \cdot \lambda \in \sigma_{R}(a b)$ and $a b \notin R_{1}$. Similarly, $b \notin R_{1} \Rightarrow a b \notin R_{1}$.

This proves (P1) and also that $R_{1}$ is a regularity.
Remark 9. Condition (P1) provides a criterion whether a spectrum given for single elements can be extended to commuting $n$-tuples, cf. C.7.4. Questions of this type appear frequently in spectral theory.

Theorem 10. Let $\tilde{\sigma}$ be a spectral system in a Banach algebra $\mathcal{A}$. Then

$$
\left(x_{1}, \ldots, x_{n}\right) \mapsto \overline{\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)}
$$

is also a spectral system.
Proof. Obviously, $\overline{\tilde{\sigma}(x)} \subset \sigma^{\langle x\rangle}(x)$ for every $x \in c(\mathcal{A})$.
Let $1 \leq i_{1}<\cdots<i_{m} \leq n$ and let $Q: \mathbb{C}^{n} \rightarrow \mathbb{C}^{m}$ be the projection defined by $Q\left(\lambda_{1}, \ldots, \lambda_{n}\right)=\left(\lambda_{i_{1}}, \ldots, \lambda_{i_{m}}\right)$. Since $\tilde{\sigma}\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)=Q \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)$, we have $Q\left(\overline{\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)}\right) \subset \overline{\tilde{\sigma}\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)}$.

The equality follows from the fact that $Q\left(\overline{\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)}\right)$ is compact and contains $\tilde{\sigma}\left(x_{i_{1}}, \ldots, x_{i_{m}}\right)$.

A spectral system $\tilde{\sigma}$ will be called compact-valued if $\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)$ is a compact subset of $\mathbb{C}^{n}$ for all $\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$. The most important spectral systems satisfy this property.

Theorem 11. Let $\mathcal{A}$ be a Banach algebra. Then:
(i) if $\left(R_{\alpha}\right)_{\alpha}$ is a family of joint regularities in $\mathcal{A}$, then $R=\cap_{\alpha} R_{\alpha}$ is a joint regularity. The corresponding spectral system satisfies

$$
\sigma_{R}(a)=\bigcup_{\alpha} \sigma_{R_{\alpha}}(a) \quad(a \in c(\mathcal{A}))
$$

(ii) if $\left(R_{\alpha}\right)$ is a directed system (i.e., for all $\alpha, \beta$ there exists $\gamma$ such that $R_{\gamma} \supset$ $R_{\alpha} \cup R_{\beta}$ ) of joint regularities in $\mathcal{A}$ such that the corresponding spectral systems are compact-valued, then $R^{\prime}=\bigcup_{\alpha} R_{\alpha}$ is a joint regularity. The corresponding spectral system satisfies

$$
\sigma_{R^{\prime}}(a)=\bigcap_{\alpha} \sigma_{R_{\alpha}} \quad(a \in c(\mathcal{A}))
$$

(iii) if $J$ is a closed two-sided ideal in $\mathcal{A}, \pi: \mathcal{A} \rightarrow \mathcal{A} / J$ the canonical projection and $R$ a joint regularity in $\mathcal{A} / J$, then $\pi^{-1} R=\{a \in c(\mathcal{A}): \pi(a) \in R\}$ is a joint regularity in $\mathcal{A}$.
Proof. (i) and (iii) are clear.
(ii) The first two axioms of Definition 1 are clear. To prove the third axiom, let $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ and suppose that for each $\lambda \in \mathbb{C}$ there exists $\alpha$ such that $\left(x_{0}-\lambda, x_{1}, \ldots, x_{n}\right) \in R_{\alpha}$. Thus $\left(x-\mu, x_{1}, \ldots, x_{n}\right) \in R_{\alpha}$ for all $\mu$ in a certain neighbourhood of $\lambda$. From the compactness of $\sigma^{\left\langle x_{0}, x_{1}, \ldots, x_{n}\right\rangle}\left(x_{0}\right)$ and the fact that $\left(R_{\alpha}\right)$ is a directed system we conclude that there is a $\beta$ such that ( $x_{0}-$ $\left.\mu, x_{1}, \ldots, x_{n}\right) \in R_{\beta}$ for all $\mu \in \mathbb{C}$. Hence $\left(x_{1}, \ldots, x_{n}\right) \in R_{\beta} \subset R$.

In the commutative case it is possible to describe all compact-valued spectral systems easily. They are in 1-1 correspondence with compact subsets of $\mathcal{M}(\mathcal{A})$. For $x=\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ and $\varphi \in \mathcal{M}(\mathcal{A})$ write $\varphi(x)=\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right)$.

Theorem 12. Let $A$ be a commutative Banach algebra. Then:
(i) if $K$ is a compact subset of $\mathcal{M}(\mathcal{A})$, then the mapping

$$
x \in c(\mathcal{A}) \mapsto \tilde{\sigma}(x)=\{\varphi(x): \varphi \in K\}
$$

is a compact-valued spectral system;
(ii) if $K_{1}, K_{2}$ are compact subset of $\mathcal{M}(\mathcal{A})$ and $K_{1} \neq K_{2}$, then there exists a finite family $x \in c(\mathcal{A})$ such that

$$
\left\{\varphi(x): \varphi \in K_{1}\right\} \neq\left\{\varphi(x): \varphi \in K_{2}\right\}
$$

(iii) if $\tilde{\sigma}$ is a compact-valued spectral system, then

$$
K(\tilde{\sigma})=\{\varphi \in \mathcal{M}(\mathcal{A}): \varphi(x) \in \tilde{\sigma}(x) \text { for all } x \in c(\mathcal{A})\}
$$

is a compact subset of $\mathcal{M}(\mathcal{A})$;
(iv) if $\tilde{\sigma}$ is a spectral system in $\mathcal{A}$, then $\tilde{\sigma}(x) \subset \sigma^{\mathcal{A}}(x)$ for all $x=\left(x_{1}, \ldots, x_{n}\right) \in$ $c(\mathcal{A})$;
(v) if $\tilde{\sigma}$ is a compact-valued spectral system, $x=\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \tilde{\sigma}(x)$, then there exists $\varphi \in K(\tilde{\sigma})$ such that $\varphi(x)=\lambda$.

Proof. The proof of (i) is clear.
(ii) For $x \in c(\mathcal{A})$ write

$$
\tilde{\sigma}_{1}(x)=\left\{\varphi(x): \varphi \in K_{1}\right\} \quad \text { and } \quad \tilde{\sigma}_{2}(x)=\left\{\varphi(x): \varphi \in K_{2}\right\} .
$$

Suppose on the contrary that $\tilde{\sigma}_{1}(x)=\tilde{\sigma}_{2}(x)$ for every $x \in c(\mathcal{A})$.
Let $\varphi \in K_{1}$. For $x \in c(\mathcal{A})$ set $M_{x}=\left\{\psi \in K_{2}: \psi(x)=\varphi(x)\right\}$. By assumption, $\varphi(x) \in \tilde{\sigma}_{1}(x)=\tilde{\sigma}_{2}(x)$, and so $M_{x}$ is a non-empty compact subset of $\mathcal{M}(\mathcal{A})$. Since $M_{x} \cap M_{y}=M_{(x, y)}$ for all $x, y \in c(\mathcal{A})$, the system $\left\{M_{x}\right\}_{x \in c(\mathcal{A})}$ has the intersection property and we have $\bigcap_{x \in c(\mathcal{A})} M_{x} \neq \emptyset$. Let $\psi \in \bigcap_{x \in c(\mathcal{A})} M_{x}$. Then $\psi \in K_{2}$ and $\psi\left(x_{1}\right)=\varphi\left(x_{1}\right)$ for every $x_{1} \in \mathcal{A}$. Thus $\psi=\varphi, \varphi \in K_{2}$ and $K_{1} \subset K_{2}$.

By symmetry, we get $K_{1}=K_{2}$, which is a contradiction.
(iii) Clearly, $\{\varphi \in \mathcal{M}(\mathcal{A}): \varphi(x) \in \tilde{\sigma}(x)\}$ is a compact set for every $x \in c(\mathcal{A})$, and so

$$
K(\tilde{\sigma})=\bigcap_{x \in c(\mathcal{A})}\{\varphi \in \mathcal{M}(A): \varphi(x) \in \tilde{\sigma}(x)\}
$$

is a compact subset of $\mathcal{M}(\mathcal{A})$.
(iv) Let $x=\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$. Suppose on the contrary that there is a $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \tilde{\sigma}(x) \backslash \sigma^{\mathcal{A}}(x)$. Then there are elements $y_{1}, \ldots, y_{n} \in \mathcal{A}$ such that $\sum_{i=1}^{n}\left(x_{i}-\lambda_{i}\right) y_{i}=1$. Write $y=\left(y_{1}, \ldots, y_{n}\right)$. By the projection property for $\tilde{\sigma}$, there is a $\mu \in \mathbb{C}^{n}$ such that $(\lambda, \mu) \in \tilde{\sigma}(x, y) \subset \sigma^{\langle x, y\rangle}(x, y)$, a contradiction.
(v) Let $x \in c(A)$ and $\lambda \in \tilde{\sigma}(x)$. For every $y \in c(\mathcal{A})$ set $M_{y}=\{\varphi \in \mathcal{M}(\mathcal{A})$ : $\varphi(x)=\lambda, \varphi(y) \in \tilde{\sigma}(y)\}$. By the projection property, there exists $\mu$ such that $(\lambda, \mu) \in \tilde{\sigma}(x, y) \subset \sigma^{\mathcal{A}}(x, y)$. Hence $M_{y} \neq 0$ and it is clearly a compact set. Furthermore,

$$
M_{y} \cap M_{z} \supset M_{(y, z)} \neq 0 \quad(y, z \in c(\mathcal{A}))
$$

so the system $\left\{M_{y}\right\}_{y \in c(\mathcal{A})}$ has the intersection property and $\bigcap_{y \in c(\mathcal{A})} M_{y} \neq \emptyset$. Let $\varphi \in \bigcap_{y \in c(\mathcal{A})} M_{y}$. Then $\varphi(x)=\lambda$ and $\varphi(y) \in \tilde{\sigma}(y)$ for every $y \in c(\mathcal{A})$.
Corollary 13. Let $\mathcal{A}$ be a commutative Banach algebra. Then the mapping

$$
\tilde{\sigma} \mapsto K(\tilde{\sigma})=\{\varphi \in \mathcal{M}(\mathcal{A}): \varphi(x) \in \tilde{\sigma}(x) \text { for every } x \in c(\mathcal{A})\}
$$

is a one-to-one correspondence between the compact-valued spectral systems and compact subsets of $\mathcal{M}(\mathcal{A})$.

For all $\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A}), \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)=\left\{\left(\varphi\left(x_{1}\right), \ldots, \varphi\left(x_{n}\right)\right): \varphi \in\right.$ $K(\tilde{\sigma})\}$.

Any spectral system behaves continuously (even uniformly continuously) on commuting elements. For the definition of Hausdorff distance $\widehat{\Delta}$ see Definition A.4.2.

Theorem 14. Let $\tilde{\sigma}$ be a spectral system in a Banach algebra $\mathcal{A}$ and let $R_{1}=\left\{x_{1} \in\right.$ $\left.\mathcal{A}: 0 \notin \tilde{\sigma}\left(x_{1}\right)\right\}$. Then:
(i) if $a, u \in \mathcal{A}$, $a u=u a, a \in R_{1}$ and

$$
\inf \{|z|: z \in \tilde{\sigma}(a)\}>\sup \{|z|: z \in \tilde{\sigma}(u)\}
$$

then $a+u \in R_{1}$;
(ii) if $a \in \mathcal{A}$, then

$$
\operatorname{dist}\{0, \tilde{\sigma}(a)\}=\inf \left\{\|u\|: u \in \mathcal{A}, u a=a u, a+u \notin R_{1}\right\}
$$

(iii) if $a, b \in \mathcal{A}$ are commuting elements, then

$$
\widehat{\Delta}(\tilde{\sigma}(a), \tilde{\sigma}(b)) \leq\|a-b\| .
$$

Proof. (i) Denote by $\mathcal{A}_{0}$ the commutative Banach algebra generated by $a$ and $u$. By Theorem 12, there exists a compact subset $K \subset \mathcal{M}\left(\mathcal{A}_{0}\right)$ such that $\bar{\sigma}(y)=$ $\{\varphi(y): \varphi \in K\}$ for all $y \in \mathcal{A}_{0}$. In particular, $\overline{\tilde{\sigma}(a+u)}=\{\varphi(a+u): \varphi \in K\}$. For $\varphi \in K$ we have

$$
|\varphi(a+u)| \geq|\varphi(a)|-|\varphi(u)| \geq \inf \{|\psi(a)|: \psi \in K\}-\sup \{|\psi(u)|: \psi \in K\}>0
$$

Thus $0 \notin \overline{\tilde{\sigma}(a+u)}$ and $a+u \in R_{1}$.
(ii) Clearly, $\operatorname{dist}\{0, \tilde{\sigma}(a)\} \geq \inf \left\{\|u\|: u \in \mathcal{A}, u a=a u, a+u \notin R_{1}\right\}$.

To prove the opposite inequality, let $u \in \mathcal{A}, u a=a u$ and $\|u\|<\operatorname{dist}\{0, \tilde{\sigma}(a)\}$. Then

$$
\sup \{|z|: z \in \tilde{\sigma}(u)\} \leq\|u\|<\operatorname{dist}\{0, \tilde{\sigma}(a)\}=\inf \{|z|: z \in \tilde{\sigma}(a)\}
$$

and so $a+u \in R_{1}$ by (i).
The third statement follows from Proposition 6.11.
Corollary 15. Let $\tilde{\sigma}$ be a compact-valued spectral system in a Banach algebra $\mathcal{A}$. Then $R_{1}=\{x \in \mathcal{A}: 0 \notin \tilde{\sigma}(a)\}$ is a regularity satisfying property ( $P 4$ ) (continuity on commuting elements).

Theorem 16. Let $\tilde{\sigma}$ be a spectral system in a Banach algebra $\mathcal{A}$ and let $R_{1}=\{a \in$ $\mathcal{A}: 0 \notin \tilde{\sigma}(a)\}$. Let $a \in R_{1}$ and let $u$ be a quasinilpotent (i.e., $r(u)=0$ ) commuting with $a$. Then $a+u \in R_{1}$.
Proof. Since $\tilde{\sigma}(a, u) \subset \tilde{\sigma}(a) \times \tilde{\sigma}(u)=\tilde{\sigma}(a) \times\{0\}$, the projection property of $\tilde{\sigma}$ gives that $\tilde{\sigma}(a, u)=\tilde{\sigma}(a) \times\{0\}$.

By the spectral mapping property (Theorem 7), we have $\tilde{\sigma}(a+u)=\{\lambda+\mu$ : $(\lambda, \mu) \in \tilde{\sigma}(a, u)\}=\tilde{\sigma}(a)$.

Definition 17. We say that a spectral system $\tilde{\sigma}$ in a Banach algebra $\mathcal{A}$ is upper semicontinuous, if $\tilde{\sigma}(a)$ is closed for all $a \in c(\mathcal{A})$ and the mapping $\left(a_{1}, \ldots, a_{n}\right) \in$ $c_{n}(\mathcal{A}) \mapsto \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)$ is upper semicontinuous for all $n \in \mathbb{N}$.
Theorem 18. Let $R=\bigcup_{n=1}^{\infty}, R_{n} \subset c_{n}(\mathcal{A})$ be a joint regularity in a Banach algebra $\mathcal{A}$. The following conditions are equivalent:
(i) $R_{n}$ is open in $c_{n}(\mathcal{A})$ for all $n \in \mathbb{N}$,
(ii) the corresponding spectral system is upper semicontinuous.

Proof. Straightforward (cf. Appendix A.4).
By definition, each upper semicontinuous spectral system is compact-valued.
In commutative Banach algebras, a spectral system is compact-valued if and only if it is upper semicontinuous (and if and only if it is continuous).

Let $A$ be a commutative algebra and $a_{1}, \ldots, a_{n} \in \mathcal{A}$. Let $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right)$ denote the smallest ideal in $\mathcal{A}$ containing the elements $a_{1}, \ldots, a_{n}$. It is easy to see that $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right)=\left\{\sum_{i=1}^{n} a_{i} b_{i}: b_{1}, \ldots, b_{n} \in \mathcal{A}\right\}$.
Proposition 19. Let $K$ be a compact Hausdorff space and $\mathcal{A}$ a subalgebra of $C(K)$. Let $n \in \mathbb{N}, f_{1}, \ldots, f_{n}, g \in \mathcal{A}$ and suppose that $I_{\mathcal{A}}\left(f_{1}, \ldots, f_{n}\right)$ consists of functions which achieve zero on $K$. Then there exists $\mu \in \mathbb{C}$ such that $I_{\mathcal{A}}\left(f_{1}, \ldots, f_{n}, g-\mu\right)$ consists of functions which achieve zero on $K$.
Proof. Suppose on the contrary that for each $\mu \in \mathbb{C}$ there are functions $h_{1}^{(\mu)}, \ldots$, $h_{n+1}^{(\mu)} \in \mathcal{A}$ such that

$$
\sum_{i=1}^{n} h_{i}^{(\mu)} f_{i}+h_{n+1}^{(\mu)}(g-\mu)
$$

does not vanish on $K$. Clearly $g(K)$ is a compact subset of the complex plane. Let $\Delta$ be the polynomially convex hull of $g(K)$.

For $m \in \mathbb{N}$ let $U_{m}$ be the set of all $\mu \in \Delta$ such that there are functions $h_{1}^{(\mu)}, \ldots, h_{n+1}^{(\mu)} \in \mathcal{A}$ with $\left\|h_{n+1}^{(\mu)}\right\|<m$ and

$$
\begin{equation*}
\inf _{z \in K}\left|\sum_{i=1}^{n} h_{i}^{(\mu)}(z) f_{i}(z)+h_{n+1}^{(\mu)}(z)(g(z)-\mu)\right|>1 \tag{1}
\end{equation*}
$$

Clearly, the sets $U_{m}$ are open, $U_{1} \subset U_{2} \subset \cdots$ and $\bigcup_{m=1}^{\infty} U_{m}=\Delta$. Therefore there exists $m_{0} \in \mathbb{N}$ such that $U_{m_{0}}=\Delta$, i.e., for each $\mu \in \Delta$ there are functions $h_{1}^{(\mu)}, \ldots, h_{n+1}^{(\mu)} \in \mathcal{A}$ satisfying (1) and $\left\|h_{n+1}^{(\mu)}\right\|<m_{0}$.

Find a finite subset $\left\{\nu_{1}, \ldots, \nu_{k}\right\} \subset \Delta$ such that $\operatorname{dist}\left\{\mu,\left\{\nu_{1}, \ldots, \nu_{k}\right\}\right\}<\frac{1}{m_{0}}$ for each $\mu \in \Delta$. For $j=1, \ldots, k$ let

$$
u_{j}=\sum_{i=1}^{n} h_{i}^{\left(\nu_{j}\right)} f_{i}+h_{n+1}^{\left(\nu_{j}\right)}\left(g-\nu_{j}\right)
$$

Then $u_{j} \in \mathcal{A}$. Since $\inf _{z \in K}\left|u_{j}(z)\right|>1$, we have $\left\|u_{j}^{-1}\right\|<1$.

Let $\mathcal{B}$ be the smallest subalgebra of $C(K)$ containing $\mathcal{A}$ and the functions $u_{1}^{-1}, \ldots, u_{k}^{-1}$. Let $I=I_{\mathcal{B}}\left(f_{1}, \ldots, f_{n}\right)$. Every function $v \in I$ can be expressed as

$$
\begin{equation*}
v=\sum_{i=1}^{n} \sum_{\alpha \in \mathbb{Z}_{+}^{n}} f_{i} u^{-\alpha} b_{i, \alpha}, \tag{2}
\end{equation*}
$$

where the second sum is finite, $b_{i, \alpha} \in \mathcal{A}$ for all $i$ and $\alpha$, and $u^{\alpha}$ stands for $u_{1}^{\alpha_{1}} \cdots u_{k}^{\alpha_{k}}$.

For $v$ given by (2) find $\beta \in \mathbb{Z}_{+}^{k}$ such that $\beta \geq \alpha$ whenever $b_{i, \alpha} \neq 0$ for some $i$. Then

$$
v u^{\beta}=\sum_{i=1}^{n} \sum_{\alpha \in \mathbb{Z}_{+}^{k}} f_{i} u^{\beta-\alpha} b_{i, \alpha} \in I_{\mathcal{A}}\left(f_{1}, \ldots, f_{n}\right)
$$

By assumption, $v u^{\beta}$ vanishes on $K$, and so does $v$. Thus $\bar{I}$ is a closed ideal in the Banach algebra $\overline{\mathcal{B}}$ consisting of functions singular in $\overline{\mathcal{B}}$, and so $\bar{I} \neq \overline{\mathcal{B}}$. Therefore there exists a multiplicative functional $\varphi \in \mathcal{M}(\overline{\mathcal{B}})$ with $\bar{I} \subset \operatorname{Ker} \varphi$.

Set $\mu_{0}=\varphi(g)$. Then $\mu_{0} \in \sigma^{\overline{\mathcal{B}}}(g) \subset \widehat{\sigma}^{C(K)}(g)=\widehat{g(K)}=\Delta$. Therefore there exists $j \in\{1, \ldots, k\}$ such that $\left|\mu_{0}-\nu_{j}\right|<\frac{1}{m_{0}}$. Then

$$
\begin{aligned}
w & :=\sum_{i=1}^{n} h_{i}^{\left(\nu_{j}\right)} f_{i}+h_{n+1}^{\left(\nu_{j}\right)}\left(g-\mu_{0}\right)=\sum_{i=1}^{n} h_{i}^{\left(\nu_{j}\right)} f_{i}+h_{n+1}^{\left(\nu_{j}\right)}\left(g-\nu_{j}\right)+h_{n+1}^{\left(\nu_{j}\right)}\left(\nu_{j}-\mu_{0}\right) \\
& =u_{j}+h_{n+1}^{\left(\nu_{j}\right)}\left(\nu_{j}-\mu_{0}\right) .
\end{aligned}
$$

We have $\left\|u_{j}^{-1}\right\|<1$ and

$$
\left\|w u_{j}^{-1}-1\right\|=\left\|h_{n+1}^{\left(\nu_{j}\right)}\left(\nu_{j}-\mu_{0}\right) u_{j}^{-1}\right\|<1 .
$$

Thus $w u_{j}^{-1}$ is invertible in $\overline{\mathcal{B}}$ and so $w \in \operatorname{Inv}(\overline{\mathcal{B}})$. This is a contradiction with the fact that $\varphi(w)=0$. This completes the proof.

Theorem 20. Let $\mathcal{A}$ be a commutative Banach algebra. Let $R_{1} \subset \mathcal{A}$ be an open regularity satisfying (P1). Then the following conditions are equivalent:
(i) there is a joint regularity $R$ in $\mathcal{A}$ such that $R_{1}=R \cap c_{1}(\mathcal{A})$ and the corresponding spectral system is compact-valued;
(ii) for every $x \in \mathcal{A} \backslash R_{1}$ there exists $\varphi \in \mathcal{M}(\mathcal{A})$ such that $x \in \operatorname{Ker} \varphi \subset \mathcal{A} \backslash R_{1}$;
(iii) if $I \subset \mathcal{A}$ is an ideal satisfying $I \subset \mathcal{A} \backslash R_{1}$, then there exists $\varphi \in \mathcal{M}(\mathcal{A})$ such that $I \subset \operatorname{Ker} \varphi \subset \mathcal{A} \backslash R_{1}$;
(iv) if $a_{1}, \ldots, a_{n} \in \mathcal{A}, I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right) \subset \mathcal{A} \backslash R_{1}$ and $b \in \mathcal{A}$, then there exists $\mu \in \mathbb{C}$ such that $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}, b-\mu\right) \subset \mathcal{A} \backslash R_{1}$.

Proof. (iii) $\Rightarrow$ (ii): Let $x \in \mathcal{A} \backslash R_{1}$. Since $R_{1}$ satisfies (P1), we have $I_{\mathcal{A}}(x)=\{x a$ : $a \in \mathcal{A}\} \subset \mathcal{A} \backslash R_{1}$. By (iii), there exists $\varphi \in \mathcal{M}(\mathcal{A})$ such that $x \in \operatorname{Ker} \varphi \subset \mathcal{A} \backslash R_{1}$.

$$
\begin{aligned}
(\text { ii }) \Rightarrow(\text { i): Let } K & =\left\{\varphi \in \mathcal{M}(\mathcal{A}): \operatorname{Ker} \varphi \subset \mathcal{A} \backslash R_{1}\right\} . \text { Since } \\
K & =\bigcap_{x \in \mathcal{A}}\left\{\varphi \in \mathcal{M}(\mathcal{A}): \varphi(x) \in \sigma_{R_{1}}(x)\right\},
\end{aligned}
$$

$K$ is a compact subset of $\mathcal{M}(\mathcal{A})$.
Let $x \in \mathcal{A}$. By (ii), we have $x \notin R_{1}$ if and only if there exists $\varphi \in K$ with $\varphi(x)=0$. Hence $\sigma_{R_{1}}(x)=\{\varphi(x): \varphi \in K\}$ for each $x \in \mathcal{A}$, and so the joint regularity corresponding to $K$ extends $R_{1}$.
(iv) $\Rightarrow$ (iii): Let $I$ be an ideal satisfying $I \subset \mathcal{A} \backslash R_{1}$. Consider the set of all ideals in $\mathcal{A}$ which are contained in $\mathcal{A} \backslash R_{1}$ ordered by the inclusion. By the Zorn lemma, there exists an ideal $J \supset I$ which is maximal among those contained in $\mathcal{A} \backslash$ $R_{1}$. It is sufficient to show that codim $J=1$ since the corresponding multiplicative functional will satisfy the required properties.

Suppose on the contrary that $\operatorname{codim} J \geq 2$. Let $b \in \mathcal{A}$ satisfy $b \notin J+\mathbb{C} \cdot 1_{\mathcal{A}}$.
For a finite subset $F=\left\{a_{1}, \ldots, a_{n}\right\}$ of $J$ let

$$
M_{F}=\left\{\mu \in \mathbb{C}: I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}, b-\mu\right) \subset \mathcal{A} \backslash R_{1}\right.
$$

By assumption, $M_{F} \neq \emptyset$. Clearly $M_{F} \subset \sigma^{\mathcal{A}}(b)$, and so $M_{F}$ is bounded. If $\mu_{k} \in$ $M_{F} \quad(k \in \mathbb{N})$ and $\mu_{k} \rightarrow \mu$, then every element of $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}, b-\mu\right)$ can be written as a limit of elements of $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}, b-\mu_{k}\right) \subset \mathcal{A} \backslash R_{1}$. Since $\mathcal{A} \backslash R_{1}$ is closed, $\mu \in M_{F}$, and so $M_{F}$ is compact. Furthermore, $M_{F} M_{F \cup F^{\prime}} M_{F^{\prime}} \supset M_{F \cap F^{\prime}} \neq$ $\emptyset$, and so the system $\left(M_{F}\right)_{F}$ has finite intersection property. Thus there exists $\mu \in \bigcap_{F} M_{F}$. It means that the ideal generated by $J$ and $g-\mu$ is contained in $\mathcal{A} \backslash R_{1}$ and is strictly greater than $J$. This contradicts to the assumption that $J$ was maximal in this class of ideals and proves (iii).
(i) $\Rightarrow$ (iv): Let $K \subset \mathcal{M}(\mathcal{A})$ be a compact set satisfying $x \in \mathcal{A} \backslash R_{1}$ if and only if there exists $\varphi \in K$ with $\varphi(x)=0$. Let $a_{1}, \ldots, a_{n} \in \mathcal{A}, I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right) \subset \mathcal{A} \backslash R_{1}$ and let $b \in \mathcal{A}$. Consider the algebra $G(\mathcal{A}) \mid K=\{G(x) \mid K: x \in \mathcal{A}\}$ and the functions $G\left(a_{1}\right)\left|K, \ldots, G\left(a_{n}\right)\right| K, G(b) \mid K \in C(\mathcal{M}(\mathcal{A}))$. By Proposition 19, there exists $\mu \in \mathbb{C}$ such that $I_{\mathcal{A}}\left(a_{1}, \ldots, a_{n}, b-\mu\right) \subset \mathcal{A} \backslash R_{1}$.

As an application of the previous theorem, consider the regularity consisting of all elements that are not topological divisors of zero. We get the following analogy of Corollary 3.8.

Corollary 21. Let $\mathcal{A}$ be a commutative Banach algebra, let $I \subset \mathcal{A}$ be an ideal consisting of topological divisors of zero. Then there exists a maximal ideal $J \supset I$ consisting of topological divisors of zero.
Proof. Follows from the implication (i) $\Rightarrow$ (iii) of Theorem 20.
Theorem 22. Let $\mathcal{A}$ be a Banach algebra and let $\sigma_{1}, \sigma_{2}$ be compact-valued spectral systems in $\mathcal{A}$ satisfying $\sigma_{1}(x) \subset \sigma_{2}(x)$ and

$$
\max \left\{|\lambda|: \lambda \in \sigma_{1}(x)\right\}=\max \left\{|\lambda|: \lambda \in \sigma_{2}(x)\right\}
$$

for all $x \in \mathcal{A}$. Then $\Gamma\left(\sigma_{2}\left(a_{1}, \ldots, a_{n}\right), \mathcal{P}(n)\right) \subset \sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$ for all commuting $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}$.

In particular, the polynomially convex hulls of the sets $\sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$ and $\sigma_{2}\left(a_{1}, \ldots, a_{n}\right)$ coincide.

Similarly, the closed convex hulls of $\sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$ and $\sigma_{2}\left(a_{1}, \ldots, a_{n}\right)$ coincide.

Proof. Let $\lambda \in \Gamma\left(\sigma_{2}\left(a_{1}, \ldots, a_{n}\right), \mathcal{P}(n)\right)$ and let $U$ be a neighbourhood of $\lambda$ in $\mathbb{C}^{n}$. By the definition of the Shilov boundary, there exists a polynomial $p \in \mathcal{P}(n)$ such that

$$
\sup \left\{|p(z)|: z \in U \cap \sigma_{2}\left(a_{1}, \ldots, a_{n}\right)\right\}>\sup \left\{|p(z)|: z \in \sigma_{2}\left(a_{1}, \ldots, a_{n}\right) \backslash U\right\}
$$

Write $y=p\left(a_{1}, \ldots, a_{n}\right)$. Then

$$
\begin{aligned}
& \max \left\{|p(z)|: z \in \sigma_{1}\left(a_{1}, \ldots, a_{n}\right)\right\}=\max \left\{|\mu|: \mu \in \sigma_{1}(y)\right\} \\
& =\max \left\{|\mu|: \mu \in \sigma_{2}(y)\right\}=\max \left\{|p(z)|: z \in \sigma_{2}\left(a_{1}, \ldots, a_{n}\right)\right\} .
\end{aligned}
$$

Thus $U \cap \sigma_{1}\left(a_{1}, \ldots, a_{n}\right) \neq \emptyset$. Since $U$ was an arbitrary neighbourhood of $\lambda$ and $\sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$ is closed, $\lambda \in \sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$. Consequently, $\widehat{\sigma}_{1}\left(a_{1}, \ldots, a_{n}\right)=$ $\widehat{\sigma}_{2}\left(a_{1}, \ldots, a_{n}\right)$.

By considering the linear polynomials, we obtain in the same way that the closed convex hulls of $\sigma_{1}\left(a_{1}, \ldots, a_{n}\right)$ and $\sigma_{2}\left(a_{1}, \ldots, a_{n}\right)$ coincide.

We say that a spectral system $\tilde{\sigma}$ in a Banach algebra $\mathcal{A}$ is spectral-radiuspreserving if $\tilde{\sigma}(a)$ is closed for all $a \in c(\mathcal{A})$ and $\max \left\{|\lambda|: \lambda \in \tilde{\sigma}\left(a_{1}\right)\right\}=r(a)$ for each $a_{1} \in \mathcal{A}$.

In Section 3 we studied already three spectral-radius-preserving spectral systems in commutative Banach algebras: the spectrum $\sigma$, the approximate point spectrum $\tau$ and the Shilov spectrum $\sigma_{\Gamma}$.

From the properties of the Shilov boundary it follows easily that $\sigma_{\Gamma}$ is the smallest spectral system with this property:

Theorem 23. Let $\tilde{\sigma}$ be a spectral-radius-preserving spectral system in a commutative Banach algebra $\mathcal{A}$. Then $\sigma_{\Gamma}\left(a_{1}, \ldots, a_{n}\right) \subset \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)$ for all commuting $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}$.

## 8 Basic spectral systems in Banach algebras

We now introduce the basic spectral systems in non-commutative Banach algebras.
Definition 1. Let $\mathcal{A}$ be a Banach algebra, $x=\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$. We define the left spectrum $\sigma_{l}(x)$ as the set of all $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$ such that

$$
\mathcal{A}\left(x_{1}-\lambda_{1}\right)+\cdots+\mathcal{A}\left(x_{n}-\lambda_{n}\right) \neq \mathcal{A}
$$

Equivalently,

$$
\lambda \in \sigma_{l}(x) \Longleftrightarrow 1_{\mathcal{A}} \notin \mathcal{A}\left(x_{1}-\lambda_{1}\right)+\cdots+\mathcal{A}\left(x_{n}-\lambda_{n}\right)
$$

The right spectrum $\sigma_{r}(x)$ is defined analogously:

$$
\begin{aligned}
\lambda \in \sigma_{r}(x) & \Longleftrightarrow\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A} \neq \mathcal{A} \\
& \Longleftrightarrow 1_{\mathcal{A}} \notin\left(x_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(x_{n}-\lambda_{n}\right) \mathcal{A} .
\end{aligned}
$$

The Harte spectrum $\sigma(x)$ is defined as the union of the left and right spectrum, $\sigma_{H}(x)=\sigma_{l}(x) \cup \sigma_{r}(x) \quad(x \in c(\mathcal{A}))$.

For single elements the Harte spectrum coincides with the ordinary spectrum and Definition 1 coincides with Definition 6.6. If $\mathcal{A}$ is a commutative Banach algebra, then $\sigma_{l}\left(x_{1}, \ldots, x_{n}\right)=\sigma_{r}\left(x_{1}, \ldots, x_{n}\right)=\sigma\left(x_{1}, \ldots, x_{n}\right)$.

Proposition 2. Let $\mathcal{A}$ be a Banach algebra, $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ and let $(0, \ldots, 0,) \in \sigma_{l}\left(x_{1}, \ldots, x_{n}\right)$. Then there exists $\lambda \in \mathbb{C}$ such that $(\lambda, 0, \ldots, 0) \in$ $\sigma_{l}\left(x_{0}, x_{1}, \ldots, x_{n}\right)$.
Proof. Let $J=\overline{\mathcal{A} x_{1}+\cdots+\mathcal{A} x_{n}}$. Clearly, $J$ is a proper left ideal. Consider the Banach space $X=\mathcal{A} / J$ and the operator $T: X \rightarrow X$ defined by $T(a+J)=a x_{0}+$ $J(a+J \in X)$. The definition is correct since $J x_{0} \subset J$. Choose $\lambda \in \partial \sigma^{\mathcal{B}(X)}(T)$. By Theorem 1.28, $(T-\lambda) X \neq X$. Thus $J+\mathcal{A}\left(x_{0}-\lambda\right) \neq \mathcal{A}$, which finishes the proof.

Theorem 3. Let $\mathcal{A}$ be a Banach algebra. Then $\sigma_{l}, \sigma_{r}$ and $\sigma_{H}$ are upper semicontinuous spectral systems.

Proof. For $n \geq 1$ let $R_{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A}): 1_{\mathcal{A}} \in x_{1} \mathcal{A}+\cdots+x_{n} \mathcal{A}\right\}$. Clearly, $R=\bigcup_{n=1}^{\infty}$ is a joint regularity (the only non-trivial part was proved in Proposition $2)$ and $\sigma_{l}$ is the corresponding spectral system. Further, $R_{n}$ is open in $c_{n}(\mathcal{A})$, and so $\sigma_{l}$ is upper semicontinuous.

For the right spectrum the result follows by symmetry and for the Harte spectrum $\sigma_{H}=\sigma_{l} \cup \sigma_{r}$ by Theorem 7.11 (i).
Definition 4. For $x=\left(x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$ let

$$
d_{l}(x)=\inf \left\{\sum_{j=1}^{n}\left\|x_{j} u\right\|: u \in \mathcal{A},\|u\|=1\right\}
$$

and

$$
d_{r}(x)=\inf \left\{\sum_{j=1}^{n}\left\|u x_{j}\right\|: u \in \mathcal{A},\|u\|=1\right\}
$$

The left and right approximate spectra are defined by

$$
\tau_{l}(x)=\left\{\lambda \in \mathbb{C}^{n}: d_{l}(x-\lambda)=0\right\} \quad \text { and } \quad \tau_{r}(x)=\left\{\lambda \in \mathbb{C}^{n}: d_{r}(x-\lambda)=0\right\} .
$$

It is easy to see that $\tau_{l}(x) \subset \sigma_{l}(x)$ and $\tau_{r}(x) \subset \sigma_{r}(x)$. For single elements $\tau_{l}\left(x_{1}\right)=\left\{\lambda_{1} \in \mathbb{C}: x_{1}-\lambda_{1}\right.$ is a left topological divisor of 0$\}$ and $\tau_{r}\left(x_{1}\right)=\left\{\lambda_{1} \in\right.$ $\mathbb{C}: x_{1}-\lambda_{1}$ is a right topological divisor of 0$\}$. For commutative Banach algebras

$$
\tau_{l}\left(x_{1}, \ldots, x_{n}\right)=\tau_{r}\left(x_{1}, \ldots, x_{n}\right)=\tau\left(x_{1}, \ldots, x_{n}\right)
$$

The next lemma enables us to reduce problems for non-commutative Banach algebras to the commutative case.

Lemma 5. Let $\mathcal{A}$ be a closed commutative subalgebra of a Banach algebra $\mathcal{B}$. Then there exists a commutative Banach algebra $\mathcal{C}$ containing $\mathcal{A}$ as subalgebra such that $d_{l}^{\mathcal{B}}\left(x_{1}, \ldots, x_{n}\right)=d^{\mathcal{C}}\left(x_{1}, \ldots, x_{n}\right)$ for every $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{A}^{n}$.

Proof. Let $\mathcal{C}=\mathcal{A} \times \mathcal{B}=\{(a, b): a \in \mathcal{A}, b \in \mathcal{B}\}$. Define in $\mathcal{C}$ algebraic operations (for all $a, a^{\prime} \in \mathcal{A}, b, b^{\prime} \in \mathcal{B}, \alpha \in \mathbb{C}$ ) by

$$
\begin{aligned}
(a, b)+\left(a^{\prime}, b^{\prime}\right) & =\left(a+a^{\prime}, b+b^{\prime}\right), \\
\alpha(a, b) & =(\alpha a, \alpha b), \\
(a, b) \cdot\left(a^{\prime}, b^{\prime}\right) & =\left(a a^{\prime}, a b^{\prime}+a^{\prime} b\right)
\end{aligned}
$$

and the norm $\|(a, b)\|=\|a\|+\|b\|$. It is easy to show that $\mathcal{C}$ is a commutative Banach algebra with the unit element $\left(1_{\mathcal{A}}, 0\right)$. If we identify $a \in \mathcal{A}$ with $(a, 0) \in \mathcal{C}$, then $\mathcal{A}$ is a subalgebra of $\mathcal{C}$. Let $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{A}^{n}$. Then

$$
\begin{aligned}
& d^{\mathcal{C}}\left(\left(x_{1}, 0\right), \ldots,\left(x_{n}, 0\right)\right)=\inf \left\{\sum_{i=1}^{n}\left\|\left(x_{i}, 0\right)(a, b)\right\|: a, b \in \mathcal{A},\|a\|+\|b\|=1\right\} \\
& =\inf \left\{\sum_{i=1}^{n}\left(\left\|x_{i} a\right\|+\left\|x_{i} b\right\|\right): a, b \in \mathcal{A},\|a\|+\|b\|=1\right\}=d_{l}^{\mathcal{B}}\left(x_{1}, \ldots, x_{n}\right)
\end{aligned}
$$

Corollary 6. Let $\mathcal{A}$ be a Banach algebra, $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in c(\mathcal{A})$, and let $d_{l}\left(x_{1}\right.$, $\left.\ldots, x_{n}\right)=0$. Then there exists $\lambda \in \mathbb{C}$ such that $d_{l}\left(x_{0}-\lambda, x_{1}, \ldots, x_{n}\right)=0$.

Proof. The statement follows from the previous lemma and the corresponding result 3.7 for commutative Banach algebras (in fact, the proof of Theorem 3.7 works without any change in the non-commutative case, too).

Corollary 7. The left and right approximate point spectra are upper semicontinuous spectral systems.

Proof. Let $\left.R_{n}=\left\{x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A}): d_{l}\left(x_{1}, \ldots, x_{n}\right)>0\right\}$. Using Corollary 6 we can see that $R=\bigcup_{n=1}^{\infty} R_{n}$ is a joint regularity. Furthermore, $R_{n}$ is an open subset of $c_{n}(\mathcal{A})$, and so $\tau_{l}$ is an upper semicontinuous spectral system.

The statement for $\tau_{r}$ follows by symmetry.

Thus all results for general spectral system apply for $\sigma_{l}, \sigma_{r}, \sigma_{H}, \tau_{l}$ and $\tau_{r}$. In particular we have:

Theorem 8. Let $\mathcal{A}$ be a Banach algebra. Let $\tilde{\sigma}$ stand for any of $\sigma_{l}, \sigma_{r}, \sigma_{H}, \tau_{l}, \tau_{r}$. Then, for all $x=\left(x_{1}, \ldots, x_{n}\right) \in c_{n}(\mathcal{A})$ we have:
(i) $\tilde{\sigma}(x)$ is a non-empty compact subset of $\mathbb{C}^{n}, \tau_{l}(x) \subset \sigma_{l}(x), \tau_{r}(x) \subset \sigma_{r}(x)$, $\sigma_{H}(x)=\sigma_{l}(x) \cup \sigma_{r}(x) ;$
(ii) if $\left(x_{0}, x_{1}, \ldots, x_{n}\right) \in c_{n+1}(\mathcal{A})$, then $\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)=P \tilde{\sigma}\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ where $P: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n}$ is the projection onto the last $n$ coordinates;
(iii) if $f=\left(f_{1}, \ldots, f_{m}\right)$ is an m-tuple of functions analytic in a neighbourhood of $\sigma^{\langle x\rangle}\left(x_{1}, \ldots, x_{n}\right)$, then

$$
f(\tilde{\sigma}(x)=\tilde{\sigma}(f(x)) ;
$$

(iv) $\partial \sigma\left(x_{1}\right) \subset \tau_{l}\left(x_{1}\right) \cap \tau_{r}\left(x_{1}\right)$ for all $x_{1} \in \mathcal{A}$;
(v) $\Gamma\left(\sigma^{\langle x\rangle}(x), \mathcal{P}(n)\right) \subset \tau_{l}(x) \cap \tau_{r}(x)$;
(vi) the polynomially convex hull of $\tilde{\sigma}(x)$ is equal to $\sigma^{\langle x\rangle}(x)$.

Theorem 9. Let $x$ be an element of a Banach algebra $\mathcal{B}$. Then

$$
\lim _{k \rightarrow \infty} d_{l}\left(x^{k}\right)^{1 / k}=\sup _{k \in \mathbf{N}} d_{l}\left(x^{k}\right)^{1 / k}=\min \left\{|\lambda|: \lambda \in \tau_{l}(x)\right\} .
$$

Similarly,

$$
\lim _{k \rightarrow \infty} d_{r}\left(x^{k}\right)^{1 / k}=\sup _{k \in \mathbf{N}} d_{r}\left(x^{k}\right)^{1 / k}=\min \left\{|\lambda|: \lambda \in \tau_{r}(x)\right\} .
$$

Proof. Let $\mathcal{A}=\langle x\rangle$ and let $\mathcal{C}$ be the commutative Banach algebra constructed in Lemma 5.

Since $d_{l}^{\mathcal{B}}(y)=d^{\mathcal{C}}((y, 0))$ and $\tau_{l}^{\mathcal{B}}(y)=\tau^{\mathcal{C}}(y, 0)$ for every $y \in\langle x\rangle$, the proof of the first statement follows from Theorem 4.11 for the algebra $\mathcal{C}$.

The second statement follows by symmetry.
In Section 1 we have proved that $\sigma(a b) \backslash\{0\}=\sigma(b a) \backslash\{0\}$ for all elements $a, b$ in a Banach algebra $\mathcal{A}$. Similar relations are also true for other spectra.

Proposition 10. Let $a, b$ be elements of a Banach algebra $\mathcal{A}$, let $\lambda \in \mathbb{C}, \lambda \neq 0$. Then:
(i) $a b-\lambda$ is a left (right) divisor of zero if and only if $b a-\lambda$ is a left (right) divisor of zero;
(ii) $a b-\lambda$ is a left (right) topological divisor of zero if and only if ba $-\lambda$ is a left (right) topological divisor of zero.

Proof. (i) Let $a b-\lambda$ be a left divisor of zero. Let $x \in \mathcal{A}, x \neq 0$ and $(a b-\lambda) x=0$. Then $a b x=\lambda x \neq 0$, and so $b x \neq 0$. We have

$$
(b a-\lambda) b x=b(a b-\lambda) x=0
$$

and so $b a-\lambda$ is a left divisor of zero.
The converse implication and the statement for right divisors of zero follow by symmetry.
(ii) Let $a b-\lambda$ be a left topological divisor of zero. Let $x_{n} \in \mathcal{A},\left\|x_{n}\right\|=1 \quad(n=$ $1,2, \ldots)$ and $(a b-\lambda) x_{n} \rightarrow 0$. Then $\lim _{n \rightarrow \infty}\left\|a b x_{n}\right\|=\lim _{n \rightarrow \infty}\left\|\lambda x_{n}\right\|=|\lambda|>0$, and so $\lim \inf _{n \rightarrow \infty}\left\|b x_{n}\right\|>0$. Further,

$$
(b a-\lambda) b x_{n}=b(a b-\lambda) x_{n} \rightarrow 0
$$

and so $b a-\lambda$ is a left topological divisor of zero.
The rest follows by symmetry.
Corollary 11. Let $a, b$ be elements of a Banach algebra $\mathcal{A}$. Then $\tilde{\sigma}(a b) \backslash\{0\}=$ $\tilde{\sigma}(b a) \backslash\{0\}$, where $\tilde{\sigma}$ stands for any of $\sigma_{l}, \sigma_{r}, \tau_{l}, \tau_{r}, \pi_{l}, \pi_{r}$.

Proof. For $\sigma_{l}$ and $\sigma_{r}$ the statement follows from Theorem 1.29, for the remaining spectra from the previous proposition.

## Comments on Chapter I

By C.i.j we denote the $j$ th comment on Section i.
C.1.1. Let $\mathcal{A}$ be an algebra without unit, i.e., $\mathcal{A}$ satisfies only axioms (i)-(iii) of Definition 1.1. Then it is possible to define the unitization $\mathcal{A}_{1}$ of $\mathcal{A}$ by $\mathcal{A}_{1}=\{\alpha+a$ : $\alpha \in \mathbb{C}, a \in \mathcal{A}\}$, with the algebraic operations

$$
\begin{aligned}
(\alpha+a)+(\beta+b) & =(\alpha+\beta)+(a+b) \\
(\alpha+a) \cdot(\beta+b) & =\alpha \beta+(\alpha b+\beta a+a b) \\
\alpha \cdot(\beta+b) & =\alpha \beta+\alpha b
\end{aligned}
$$

for all $a, b \in \mathcal{A}, \alpha, \beta \in \mathbb{C}$. Then $\mathcal{A}_{1}$ is an algebra with the unit element $1+0_{\mathcal{A}}$.
If $\|\cdot\|$ is an algebra norm on $\mathcal{A}$, then $\|\alpha+a\|=|\alpha|+\|a\|$ defines an algebra norm on $\mathcal{A}_{1}$, and $\mathcal{A}_{1}$ contains an isometrical copy of $\mathcal{A}$. In this way it is possible to define the spectrum of elements of an algebra without unit as the spectrum in its unitization.

An alternative approach uses the concept of quasi-inverses, see [BD].
C.1.2. Let $\mathcal{A}$ be a real algebra, i.e., suppose that $\mathcal{A}$ satisfies all axioms of Definition 1.1 with the complex field replaced by the field of real numbers. Then it is possible
to define the complexification $\mathcal{A}_{c}=\{a+i b: a, b \in \mathcal{A}\}$ with the algebraic operations defined by

$$
\begin{aligned}
(a+i b)+(c+i d) & =(a+c)+i(b+d) \\
(a+i b) \cdot(c+i d) & =(a c-b d)+i(a d+b c) \\
(\alpha+i \beta) \cdot(a+i b) & =(\alpha a-\beta b)+i(\alpha b+\beta a)
\end{aligned}
$$

for all $a, b, c, d \in \mathcal{A}, \alpha, \beta \in \mathbb{R}$. Then $\mathcal{A}_{c}$ is a (complex) algebra with the unit element $1_{\mathcal{A}}+i \cdot 0_{\mathcal{A}}$.

If $\|\cdot\|$ is a (real) algebra norm in $\mathcal{A}$, then it is possible to extend it to $\mathcal{A}_{c}$ by

$$
\|a+i b\|_{\mathcal{A}_{c}}=\inf \left\{\sum_{j=1}^{n}\left|\lambda_{j}\right| \cdot\left\|a_{j}\right\|: n \in \mathbb{N}, \lambda_{j} \in \mathbb{C}, a_{j} \in \mathcal{A} \text { and } \sum_{j=1}^{n} \lambda_{j} a_{j}=a+i b\right\}
$$

In this way it is possible to define the spectrum of an element $a$ of a real algebra $\mathcal{A}$ as the spectrum of $a+i \cdot 0$ in $\mathcal{A}_{c}$. Note that the spectrum is still complex in this case.
C.1.3. Let $\mathcal{A}$ be an algebra (in the sense of Definition 1.1) and let $\|\cdot\|$ be a norm on $\mathcal{A}$ which makes of $\mathcal{A}$ a Banach space such that the multiplication is (jointly) continuous ( $a_{n} \rightarrow a, b_{n} \rightarrow b$ implies $a_{n} b_{n} \rightarrow a b$ ). Thus $\|\cdot\|$ satisfies conditions (i), (ii) and (v) of Definition 1.2 and condition (iii) is replaced by a weaker condition (iii'): there exists $k>0$ such that $\|x y\| \leq k\|x\| \cdot\|y\| \quad(x, y \in \mathcal{A})$.

Define a new norm $\|\|\cdot\| \mid$ on $\mathcal{A}$ by $\| a \mid \|=\sup \{\|a x\|: x \in \mathcal{A},\|x\| \leq 1\}$. It is easy to check that $\|\|\cdot\|\|$ is equivalent to the original norm $\|\cdot\|$, and $\|\|\cdot \mid\|$ satisfies all conditions of Definition 1.2.

Thus the definition of Banach algebras which uses the continuity of the multiplication (this definition is natural in the context of topological algebras) is essentially equivalent to Definition 1.3 . Also, the axiom $\left\|1_{\mathcal{A}}\right\|=1$ is not essential.

The condition (iii') of joint continuity of multiplication can be replaced by a seemingly weaker assumption that the multiplication is only separately continuous, i.e., that the operators $L_{a}, R_{a}: \mathcal{A} \rightarrow \mathcal{A}$ defined by $L_{a} x=a x, R_{a} x=x a$ are continuous for every $a \in \mathcal{A}$. Indeed, an easy application of the Banach-Steinhaus theorem gives the joint continuity of the multiplication.
C.1.4. The most important generalizations of Banach algebras are locally convex algebras and $m$-convex algebras, see [Mi], [Zel1], [Zel4].

A locally convex algebra $\mathcal{A}$ is a locally convex space $\mathcal{A}$ together with a jointly continuous multiplication which makes of $\mathcal{A}$ an algebra. Equivalently, the topology of $\mathcal{A}$ can be given by a system of seminorms $\left\{\|\cdot\|_{\alpha}: \alpha \in \Lambda\right\}$ satisfying:
(i) the system $\left\{\|\cdot\|_{\alpha}: \alpha \in \Lambda\right\}$ is directed, i.e., for all $\alpha, \beta \in \Lambda$ there exists $\gamma \in \Lambda$ such that

$$
\begin{equation*}
\max \left\{\|x\|_{\alpha},\|x\|_{\beta}\right\} \leq\|x\|_{\gamma} \quad(x \in \mathcal{A}) \tag{1}
\end{equation*}
$$

(ii) for every $\alpha \in \Lambda$ there exists $\beta \in \Lambda$ such that

$$
\|x y\|_{\alpha} \leq\|x\|_{\beta} \cdot\|y\|_{\beta} \quad(x, y \in \mathcal{A}) .
$$

If $\mathcal{A}$ is a metrizable locally convex algebra, then its topology can be given by means of a sequence $\left\{\|\cdot\|_{n}: n \in \mathbb{N}\right\}$ of seminorms satisfying (for all $n \in \mathbb{N}$, $x, y \in \mathcal{A}$ )

$$
\|x\|_{n} \leq\|x\|_{n+1}
$$

and

$$
\|x y\|_{n} \leq\|x\|_{n+1} \cdot\|y\|_{n+1}
$$

Complete metrizable locally convex algebras are sometimes called $B_{0}$-algebras.
C.1.5. A locally convex algebra $\mathcal{A}$ is called $m$-convex (multiplicatively convex) if its topology can be given by means of a system of seminorms $\left\{\|\cdot\|_{\alpha}: \alpha \in \Lambda\right\}$ satisfying (1) and

$$
\|x y\|_{\alpha} \leq\|x\|_{\alpha} \cdot\|y\|_{\alpha} \quad(\alpha \in \Lambda, x, y \in \mathcal{A}) .
$$

Then, for each $\alpha \in \Lambda, J_{\alpha}=\left\{x \in \mathcal{A}:\|x\|_{\alpha}=0\right\}$ is a closed two-sided ideal and $\left(\mathcal{A} / J_{\alpha},\|\cdot\|_{\alpha}\right)$ is a normed algebra. In this way it is easy to show that complete $m$-convex algebras are projective limits of Banach algebras. This enables us to generalize many properties of Banach algebras to complete $m$-convex algebras.

Complete metrizable $m$-convex algebras are called Fréchet algebras.
C.1.6. The openness of the set of all invertible elements in a topological algebra is sometimes called property Q. Obviously, property Q implies the compactness of the spectrum.

An example of a Fréchet algebra where the invertible elements are not open is the algebra of all entire functions with the topology given by a sequence of seminorms $\|f\|_{n}=\max _{|z| \leq n}|f(z)| \quad(n=1,2, \ldots)$.
C.1.7. The mapping $x \mapsto x^{-1}$ is continuous for every $m$-convex algebra. For locally convex (even $B_{0}$ ) algebras this is not true. An example is the algebra $L^{\omega}=\bigcap_{p \geq 1} L^{p}(0,1)$ with the topology given by seminorms of $L^{n} \quad(n=1,2, \ldots)$, see [Ar1], [Zel1].

For $B_{0}$-algebras the continuity of the mapping $x \mapsto x^{-1}$ is equivalent to the condition that the set $\operatorname{Inv}(\mathcal{A})$ is $G_{\delta}$, see [Zel1].
C.1.8. Let $\mathcal{A}$ be a Banach algebra and let $a \in \partial \operatorname{Inv}(\mathcal{A})$. By Theorem 1.14, there is a sequence $\left(x_{n}\right)$ of norm 1 elements of $\mathcal{A}$ such that both $x_{n} a \rightarrow 0$ and $a x_{n} \rightarrow 0$.

On the other hand, it is possible (example of P.G. Dixon, see [BD, p. 13]) that an element $b \in \mathcal{A}$ is both left and right topological divisor of zero and yet there is no sequence $\left(u_{n}\right)$ of norm 1 elements of $\mathcal{A}$ with both $u_{n} b \rightarrow 0$ and $b u_{n} \rightarrow 0$.
C.1.9. By Theorem 1.14, $\partial \sigma_{l}(a) \subset \tau_{r}(a)$. On the other hand, the inclusion $\partial \sigma_{l}(a) \subset$ $\tau_{l}(a)$ is not true in general, see [Pi1, pp. 367-368], [Bu1, Example 1.11] or [Mü20].
C.1.10. The basic properties of the spectrum including the spectral radius formula were proved by Gelfand [Ge]. The Gelfand-Mazur theorem (Corollary 1.19) appeared in [Ma] and [Ge] (the Mazur's proof was not published from technical reasons).
C.1.11. The spectrum of an element $a$ in an algebra $\mathcal{A}$ can be defined in the same way as in Banach algebras by $\sigma(a)=\{\lambda \in \mathbb{C}: a-\lambda$ is not invertible $\}$.

Let $\mathcal{A}$ be a normed algebra. Considering its completion gives easily that the spectrum in normed algebras is always non-empty. In general, however, it is neither bounded nor closed (consider for example the algebra of all polynomials $p(z)=\sum_{i} c_{i} z^{i}$ with the norm $\|p\|=\sum_{i}\left|c_{i}\right|$ and the polynomial $p(z)=z$, or the algebra of all "trigonometrical polynomials" $\sum_{i \in \mathbb{Z}} c_{i} z^{i}$ with the same norm; all sums are finite).

Similarly, it is easy to see that the spectrum in $m$-convex algebras is always non-empty.

The spectrum in locally convex algebras (even in $B_{0}$-algebras) can be empty. However, if we define the set $\Sigma(a)=\sigma(a) \cup \sigma^{\prime}(a) \cup \sigma^{\infty}(a) \subset \mathbb{C} \cup\{\infty\}$, where $\sigma^{\prime}(a)=\left\{\lambda: z \mapsto(a-z)^{-1}\right.$ is discontinuous at $\left.\lambda\right\}$ and

$$
\sigma^{\infty}(a)= \begin{cases}\emptyset & z \mapsto(1-z a)^{-1} \text { is continuous at } 0, \\ \{\infty\} & \text { otherwise },\end{cases}
$$

then $\Sigma(a) \neq \emptyset$ for all elements $a$ in a locally convex algebra, see [Zel4]. For similar concepts of spectrum in locally convex algebras see [Wa], [All1] and [Neu1], [Neu2].
C.1.12. By the Gelfand-Mazur theorem, the complex numbers are the only Banach algebra where all non-zero elements are invertible. For real Banach algebras the situation is more complicated. There are three such examples: the real numbers, complex numbers and the field of quaternions, see [Ric, p. 40] or [BD, p. 73].
C.1.13. By the Gelfand-Mazur theorem and Theorem 1.14, a Banach algebra either possesses non-zero one-sided topological divisors of zero or it is isometrically isomorphic to the complex field. An analogous statement fails even for Fréchet algebras.

However, each $m$-convex algebra different from the complex field possesses generalized topological divisors of zero, i.e., there is a neighbourhood $U$ of zero such that $0 \in \overline{(\mathcal{A} \backslash U)^{2}}$. On the other hand, this is no longer true for locally convex algebras [AZ].
C.1.14. In general neither the spectrum nor the spectral radius in a Banach algebra is continuous.

Let $H$ be the Hilbert space with an orthonormal basis $\left\{e_{i}: i \in \mathbb{Z}\right\}$. Let $T, T_{n} \in \mathcal{B}(H)$ be the bilateral weighted shifts defined by $T_{n} e_{i}=e_{i+1} \quad(i \neq 0)$, $T_{n} e_{0}=n^{-1} e_{1}, T e_{0}=0$ and $T e_{i}=e_{i+1} \quad(i \neq 0)$. It is easy to see that $\left\|T_{n}-T\right\| \rightarrow$ $0, \sigma(T)=\overline{\mathbb{D}}$ and $\sigma\left(T_{n}\right)=\mathbb{T}$ for all $n$, hence the spectrum is discontinuous.

In the previous example the spectral radius behaves continuously. An example of discontinuous spectral radius was given by Kakutani, see [Ric, pp. 282-283].

Let $K$ be the Hilbert space with an orthonormal basis $\left\{e_{1}, e_{2}, \ldots\right\}$. Let $T \in$ $\mathcal{B}(K)$ be the weighted shift defined by $T e_{n}=w_{n} e_{n+1}$, where $w_{n}=2^{-k}$ if $n$ can be written as $n=2^{k} \cdot m$ with $m$ odd. It is a matter of routine to verify that $r(T)>0$ but $T$ is a limit of nilpotent operators: define $T_{s}$ by $T_{s} e_{n}=w_{n} e_{n+1}$ if $w_{n} \geq 2^{-s}$, and $T_{s} e_{n}=0$ otherwise. Then $T_{s}^{2^{s+1}}=0$, and so $r\left(T_{s}\right)=0$ for all $s$.
C.1.15. An example of a Banach algebra with continuous spectral radius but discontinuous spectrum was given by Apostol [Ap4]. In [Mü1] it was given an example that the spectrum (and the spectral radius) in a Banach algebra can be discontinuous even on straight lines. For details and further examples see [Au1].
C.1.16. The upper semicontinuity of spectrum in Banach algebras was proved in [New]. Although the spectral radius and the spectrum are in general discontinuous, there are plenty of continuity points. By Theorem 6.14, the set of all continuity points is dense and residual.

Let $a$ be an element of a Banach algebra and let $U_{1}, U_{2}$ be disjoint open subsets such that $\sigma(a) \subset U_{1} \cup U_{2}$ and $\sigma(a) \cap U_{1} \neq \emptyset$. Then $U_{1} \cap \sigma(b) \neq \emptyset$ for all $b$ sufficiently close to $a$ [New]. Indeed, let $f \equiv 1$ on $U_{1}$ and $f \equiv 0$ on $U_{2}$. Then $f(b)$ is defined for all $b$ in a neighbourhood of $a, f(b)^{2}=f(b)$ and $\lim _{b \rightarrow a} f(b)=f(a) \neq 0$. Consequently, $\sigma(b) \cap U_{1} \neq \emptyset$.

In particular, the spectrum is continuous at $a$ if the spectrum of $a$ is totally disconnected, [New].

For a survey of results concerning the continuity of spectrum and the spectral radius see [Bu2].
C.1.17. Let $G$ be an open subset of the complex plane and let $f: G \rightarrow \mathcal{A}$ be an analytic function. Although the function $z \in G \rightarrow r(f(z))$ can be discontinuous, by [Ve1] it is always subharmonic (a function $f: G \rightarrow \mathbb{R}$ is subharmonic if it is upper semicontinuous and $f(z) \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(z+r e^{i t}\right) \mathrm{d} t$ whenever $G$ contains the ball $\{w:|z-w| \leq r\}$ ). Moreover, the function $z \mapsto \log r(f(z))$ is also subharmonic [Ve2].

The subharmonicity of these functions has many interesting consequences, see [Au1]. For example, it implies the maximum principle for the spectral radius. Furthermore, $r(f(z))=\lim \sup _{w \rightarrow z} r(f(w))$ for all $z \in G$.
C.1.18. The functional calculus for one operator was first used by Riesz [Ri1] for construction of the spectral projections of a compact operator. The general spectral mapping theorem was proved by Dunford [Du1].
C.1.19. Various types of radical were studied intensely in the ring theory; the radical defined in Definition 1.42 is due to Jacobson [Ja]. For a detailed information about the history of radical see [Pal].
C.2.1. The basic results concerning commutative Banach algebras are due to Gelfand [Ge]. It is possible to formulate the Gelfand theory for algebras without unit. The maximal ideal space for a non-unital Banach algebra $\mathcal{A}$ is only locally compact; the maximal ideal space of the corresponding unitization $\mathcal{A}_{1}$ (see C.1.1) is the one-point compactification of $\mathcal{M}(\mathcal{A})$.
C.2.2. By Theorem 2.6, every multiplicative functional on a commutative Banach algebra is automatically continuous. A much more general result of this type was proved by B.E. Johnson [J]:

Let $\mathcal{A}, \mathcal{B}$ be Banach algebras, $\mathcal{B}$ semisimple and let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a surjective homomorphism. Then $\varphi$ is continuous. In particular, all algebra norms on a semisimple Banach algebra are equivalent.

This result was further generalized by Aupetit [Au4], Theorem 5.5.1:
Let $\mathcal{A}, \mathcal{B}$ be Banach algebras, $\mathcal{B}$ semisimple, let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a surjective linear mapping satisfying $r(\varphi(x)) \leq r(x)$ for all $x \in \mathcal{A}$. Then $\varphi$ is continuous.

It is an open problem whether it is sufficient to assume in the above results that $\varphi$ has only dense range. For details on automatic continuity see [Sin], [Dal].
C.2.3. Let $\mathcal{A}$ be a commutative Banach algebra. It is easy to see that the Gelfand transform is an isometry if and only if $r(a)=\|a\|$ for all $a \in \mathcal{A}$. Equivalently, $\left\|a^{2}\right\|=\|a\|^{2} \quad(a \in \mathcal{A})$. Algebras with this property are called function algebras.

Another possible definition is that function algebras are closed subalgebras of $C(X)$ that contain the constant functions and separate the points of $X$, where $X$ is a compact Hausdorff space.
C.2.4. It is easy to see that every commutative m-convex algebra has at least one continuous multiplicative functional. This is not true if the algebra is not mconvex. The algebra $L^{\omega}$ defined in C.1.7 is an example of a $B_{0}$-algebra without multiplicative functionals, see [Zel1].
C.2.5. It is a longstanding open problem (see Michael [Mi]) whether each multiplicative functional on a commutative Fréchet algebra is automatically continuous. This is true for finitely generated Fréchet algebras [Ar3]. The Michael problem is not true if we drop the assumption of metrizability. An example of a complete commutative m-convex algebra with a discontinuous multiplicative functional is the algebra $C\left(T_{\omega_{1}}\right)$ of all continuous functions with the compact open topology on the compact space $T_{\omega_{1}}$, where $\omega_{1}$ is the first uncountable ordinal, and $T_{\omega_{1}}=\left\{\alpha: \alpha<\omega_{1}\right\}$ with the order topology.
C.2.6. Denote by $Q$ the set of all quasinilpotent elements of a Banach algebra $\mathcal{A}$, $Q=\{x \in \mathcal{A}: r(x)=0\}$. By Theorem 2.9, $Q=\operatorname{rad} \mathcal{A}$ for commutative Banach algebras.

For non-commutative Banach algebras this is no longer true. An extreme example was given by [Di]: there exists an infinite-dimensional semisimple Banach algebra such that the closure of the nilpotent elements is an ideal of codimension 1.

Theorem 2.9 implies that a subalgebra of a semisimple commutative Banach algebra is also semisimple. For non-commutative Banach algebras this is not true: consider the semisimple algebra of all $n \times n$ matrices and its subalgebra of upper triangular matrices.

The radical of a non-commutative Banach algebra can be characterized as follows [Ze1], [Ze3], [Ze4]:

Theorem. $a \in \operatorname{rad} \mathcal{A}$ if and only if $a+Q \subset Q$.
C.2.7. It is easy to see that the spectral radius and the spectrum are continuous in Banach algebras that are commutative modulo the radical. An example of a semisimple non-commutative Banach algebra with continuous spectrum is the algebra of all $n \times n$ matrices.

In [Au2], see also [PZ], [Ze2], the following result was proved:
Theorem. Let $\mathcal{A}$ be a Banach algebra. The following properties are equivalent:
(i) the spectral radius is uniformly continuous on $\mathcal{A}$;
(ii) $r(x+y) \leq r(x)+r(y) \quad(x, y \in \mathcal{A})$;
(iii) $r(x y) \leq r(x) \cdot r(y) \quad(x, y \in \mathcal{A})$;
(iv) the algebra $\mathcal{A} / \operatorname{rad} \mathcal{A}$ is commutative.
C.2.8. The Gleason-Kahane-Żelazko theorem was proved in [Gle] and [KZ]. The same statement is true also for non-commutative Banach algebras, see [Zel2].

The following stronger version of the Gleason-Kahane-Żelazko theorem was proved in [KS]:

Theorem. Let $\mathcal{A}$ be a commutative Banach algebra and let $\varphi: \mathcal{A} \rightarrow \mathbb{C}$ be an arbitrary function. Suppose that $\varphi(0)=0$ and $\varphi(x)-\varphi(y) \in \sigma(x-y)$ for all $x, y \in \mathcal{A}$. Then $\varphi$ is a multiplicative functional.
C.2.9. The Gelfand theory can be generalized to Banach algebras satisfying a polynomial identity (PI-algebras). An important role for PI-algebras play the standard identities $e_{n}\left(x_{1}, \ldots, x_{n}\right)=0$ for all $x_{1}, \ldots, x_{n}$ in the algebra, where

$$
e_{n}\left(x_{1}, \ldots, x_{n}\right)=\sum_{\pi}(-1)^{\operatorname{sign} \pi} x_{\pi(1)} \cdots x_{\pi(n)}
$$

and the sum is taken over all permutations $\pi$ of the set $\{1, \ldots, n\}$. If an algebra satisfies any polynomial identity, then it satisfies some standard identity.

Note that $e_{2}\left(x_{1}, x_{2}\right)=x_{1} x_{2}-x_{2} x_{1}$, and so commutative Banach algebras are PI. By [AL], the algebra of all $n \times n$ matrices satisfies the standard identity $e_{2 n}\left(A_{1}, \ldots, A_{2 n}\right)=0$ for all matrices $A_{1}, \ldots, A_{2 n}$. Thus the PI-algebras include also the matrix algebras.

For PI-algebras it is possible to develop the Gelfand theory (with multiplicative functionals replaced by finite-dimensional representations), see [Kr].
C.2.10. The multivariable functional calculus in commutative Banach algebras was constructed by Arens, Calderon [AC], Waelbroeck [Wa] and Shilov [Sh2]. For simpler proofs see [BD] or [Ga].

The calculus is uniquely determined by properties (i), (ii), (iii) and (v) of Theorem 2.20, see [Zam]. In Section 30 we show a weaker unicity property.
C.2.11. The concept of the Shilov boundary is due to Shilov [Sh1].

It is easy to see that the Shilov boundary of the algebra $C(K)$ is equal to its maximal ideal space, $\Gamma(C(K))=\mathcal{M}(C(K)) \sim K$.

The maximal ideal space of the disc algebra $A(D)$ can be identified with $\bar{D}$; the Shilov boundary then coincides with the topological boundary of $D$.
C.3.1. The construction of the algebra $Q(\mathcal{A})$ is attributed in [Ha5] to Berberian [Ber] and Quigley, see [Ric], page 25. It was simplified by Wolff, see [ChD].
C.3.2. Theorem 3.7 and its consequences (Corollary 3.8 and the projection property for the approximate point spectrum) were proved in [Sl1] and [ChD].
C.3.3. The cortex $\operatorname{cor} \mathcal{A}$ was defined by Arens $[\operatorname{Ar} 4]$ as the set of all elements of $\mathcal{M}(\mathcal{A})$ that admit an extension to a multiplicative functional on any commutative extension $\mathcal{B} \supset \mathcal{A}$. The present definition is equivalent, see Section 5 .
C.3.4. The inclusion $\Gamma(\mathcal{A}) \subset \operatorname{cor} \mathcal{A}$ was proved in [Zel5], cf. also [Sh1].

The class $\gamma(\mathcal{A})$ and the characterization of the Shilov boundary given in Theorem 3.11 are new, but the ideas are present already in [Zel5]. The definition of the spectrum $\sigma_{\Gamma}$ is also new.
C.3.5. The analogue of the Gleason-Kahane-Żelazko theorem for the cortex is not true as the following example of Żelazko shows. Let $\mathcal{A}$ be the Banach algebra of all functions analytic on the unit ball $B=\left\{(\lambda, \mu) \in \mathbb{C}^{2}:|\lambda|^{2}+|\mu|^{2}<1\right\}$ and continuous in $\bar{B}$. For $(\lambda, \mu) \in \bar{B}$ let $\mathcal{E}_{\lambda, \mu}$ be the evaluation functional on $\mathcal{A}$ defined by $\mathcal{E}_{\lambda, \mu}(f)=f(\lambda, \mu)$. Then $\Gamma(\mathcal{A})=\left\{\mathcal{E}_{\lambda, \mu}:(\lambda, \mu) \in \partial B\right\}$ and

$$
\mathcal{E}_{0,0}(f)=f(0,0) \in\{f(\lambda, \mu):(\lambda, \mu) \in \partial B\}=\{\varphi(f): \varphi \in \Gamma(\mathcal{A})\} \subset \tau(f)
$$

for all $f \in \mathcal{A}$. On the other hand, it is easy to see that $\mathcal{E}_{0,0} \notin \operatorname{cor} \mathcal{A}$ since $z_{1}, z_{2} \in$ $\operatorname{Ker} \mathcal{E}_{0,0}$ and $\left(z_{1}, z_{2}\right)$ are not joint topological divisors of zero since $\left\|z_{1} f\right\|+\left\|z_{2} f\right\| \geq$ $\|f\|$ for all $f \in \mathcal{A}$.
C.4.1. Theorem 4.1 was proved for commutative Banach algebras in [Li] and for general Banach algebras in [FM].

The characterization of permanently singular elements (Theorem 4.3) is due to Arens [Ar2].
C.4.2. If $F$ is a finite subset of a commutative Banach algebra $\mathcal{A}$ such that no $f \in F$ is a topological divisor of zero, then their product in not a topological divisor of zero either. Using Theorem 4.3 for this product, we see that there exists a commutative extension $\mathcal{B} \supset \mathcal{A}$ such that all $f \in F$ are invertible in $\mathcal{B}$.

This result was generalized by Bollobás [Bo1] for countable sets, i.e., it is always possible to adjoin inverses to a countably many elements of a commutative Banach algebra that are not permanently singular.

In general, this is not possible for uncountable sets, see [Bo1] or [Mü5].
C.4.3. The statement analogous to Theorem 4.3 is not true in non-commutative Banach algebras. By [Mü10], there exists a non-commutative Banach algebra $\mathcal{A}$ and an element $a \in \mathcal{A}$ such that $\|a x\| \geq\|x\| \quad(x \in \mathcal{A})$ (i.e., $a$ is not a left topological divisor of zero) but $a$ is left invertible in no Banach algebra $\mathcal{B} \supset \mathcal{A}$.
C.4.4. By [Mü8], there exists a (non-commutative) Banach algebra $\mathcal{A}$, an element $a \in \mathcal{A}$ and two extensions $\mathcal{B}_{1} \supset \mathcal{A}$ and $\mathcal{B}_{2} \supset \mathcal{A}$ such that $a$ is left invertible in $\mathcal{B}_{1}$, right invertible in $\mathcal{B}_{2}$ but $a$ is invertible (both left and right) in no extension $\mathcal{B} \supset \mathcal{A}$.
C.4.5. Theorem 4.10 was proved by Read $[\mathrm{Re} 2]$ who gave a positive answer to a problem posed by Bollobás [Bo3].
C.4.6. If $x, y$ are elements of a commutative Banach algebra $\mathcal{A}$, then in general there is no extension $\mathcal{B} \supset \mathcal{A}$ such that both $\sigma^{\mathcal{B}}(x)=\tau^{\mathcal{A}}(x)$ and $\sigma^{\mathcal{B}}(y)=\tau^{\mathcal{A}}(y)$, see [Mü5], [Re5].

Consequently, by the spectral mapping theorem for both $\sigma$ and $\tau$, there is no extension $\mathcal{B} \supset \mathcal{A}$ where $\sigma^{\mathcal{B}}(x, y)=\tau^{\mathcal{A}}(x, y)$. On the other hand, we always have $\tau^{\mathcal{A}}(x, y)=\bigcap_{\mathcal{B} \supset \mathcal{A}} \sigma^{\mathcal{B}}(x, y)$ by Theorem 5.12.
C.4.7. The "inverse" spectral radius formula (Theorem 4.11) was proved in [MZ] (using the sheaf theory) and in [Mü4] (by combinatorial methods). The present proof is based on the above-mentioned result of Read (Theorem 4.10). Note that for the proof of Theorem 4.11 it is sufficient to use only the simpler result of Proposition 4.8.
C.5.1. Removable and non-removable ideals were introduced and studied by Arens, [Ar2], [Ar4], [Ar5] and further by Żelazko [Zel3], [Zel5]. The problem whether an ideal in a commutative Banach algebra is non-removable if and only if it consists of joint topological divisors of zero was raised in [Ar4]. A positive answer was given in [Mü2]. The present proof follows the line of [Mü2] but the estimates are essentially improved here.
C.5.2. Let $u_{1}, \ldots, u_{n}$ be elements of a commutative Banach algebra $\mathcal{A}$ and $c$ a positive constant such that $\sum_{i=1}^{n}\left\|u_{i} x\right\| \geq c \cdot\|x\| \quad(x \in \mathcal{A})$. An interesting open problem is what are the smallest norms of elements $b_{i}$ in a commutative extension $\mathcal{B} \supset \mathcal{A}$ for which $\sum_{i=1}^{n} u_{i} b_{1}=1$.

By Theorem 4.3, if $n=1$, then it is possible to take $\left\|b_{1}\right\|=c^{-1}$ (which is also the smallest possible norm). For $n \geq 2$ the situation is much more complicated. In the simplest non-trivial case of $n=2, c=1$ the present proof gives the existence of elements $b_{1}, b_{2} \in \mathcal{B} \supset \mathcal{A}$ with $b_{1} u_{1}+b_{2} u_{2}=1$ and $\left\|b_{i}\right\| \leq 2^{8}$ (the original proof only gave $\left\|b_{i}\right\|=2^{17}$ ).

On the other hand, rather surprisingly, in general it is not possible to find an extension $\mathcal{B}$ and $b_{1}, b_{2} \in \mathcal{B}$ with $\left\|b_{i}\right\| \leq 1 \quad(i=1,2)$, see [Bo2]. Thus there is still an enormous gap between the upper and lower estimates.
C.5.3. Let $I_{1}, I_{2}, \ldots$ be a countable family of removable ideals in a commutative Banach algebra $\mathcal{A}$. Then there exists a commutative extension $\mathcal{B} \supset \mathcal{A}$ in which all ideals $I_{1}, I_{2}, \ldots$ are removed ( $=$ neither of them is contained in a proper ideal in the extension), see [Mü6]. This generalizes the corresponding result of Bollobás [Bo1] for non-permanently singular elements, cf. C.4.2.
C.5.4. A stronger version of Theorem 4.3 (with essentially the same proof) says: if $u, v$ are elements of a commutative Banach algebra $\mathcal{A}$ and $c$ is a positive constant such that $\|u x\| \geq c \cdot\|v x\| \quad(x \in \mathcal{A})$, then there exists a commutative extension $\mathcal{B} \supset \mathcal{A}$ and $b \in \mathcal{B}$ such that $u b=v$. The analogous result is not true for $n$-tuples [Mü3]: it is possible to have $v, u_{1}, u_{2} \in \mathcal{A}$ with $\left\|u_{1} x\right\|+\left\|u_{2} x\right\| \geq\|v x\| \quad(x \in \mathcal{A})$ and yet there is no extension $\mathcal{B} \supset \mathcal{A}$ and $b_{1}, b_{2} \in \mathcal{B}$ such that $u_{1} b_{1}+u_{2} b_{2}=v$.
C.6.1. The notion of regularity and the corresponding axiomatic spectral theory was presented in [KM2].

For other related approaches see [GL] and [Rn].
C.6.2 Theorem 6.14 for the ordinary spectrum in the algebra of operators on a Hilbert space was noted in $[\mathrm{CM}]$. In general form it was proved in [Rn], Proposition 3, see also [LvS]. The argument is based on a classical result of Kuratowski, cf. [Au4], p. 50.
C.7.1. The definition of spectral systems for $n$-tuples of commuting elements (Definition 7.4) is a slightly modified concept of Słodkowski and Żelazko [SZ1] and Żelazko [Zel7], see also Curto [Cu4].
C.7.2. By [SZ1], it is possible to replace condition (i) of Definition $7.4\left(\sigma_{R}(x) \subset\right.$ $\sigma^{\langle x\rangle}(x)$ for all $n$-tuples $x$ of commuting elements) by the same condition only for commuting triples of elements.

Using the Kowalski-Słodkowski theorem (see C.2.8) it is even sufficient to require this only for commuting pairs. On the other hand, it is not sufficient to require in Definition 7.4 the condition $\tilde{\sigma}(x) \subset \sigma(x)$ for single elements $x$ only; an example is the product $\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i} \sigma\left(x_{i}\right)$.
C.7.3. Let $\tilde{\sigma}$ be a compact-valued spectral system in a Banach algebra $\mathcal{A}$. It is possible to extend $\tilde{\sigma}$ to infinite commuting subsets of $\mathcal{A}$. Indeed, let $\tilde{\sigma}\left(\left(x_{\alpha}\right)_{\alpha \in \Lambda}\right)$ be the set of all $\left(\lambda_{\alpha}\right)_{\alpha \in \Lambda}$ such that $\left(\lambda_{\alpha_{1}}, \ldots, \lambda_{\alpha_{n}}\right) \in \tilde{\sigma}\left(x_{\alpha_{1}}, \ldots, x_{\alpha_{n}}\right)$ for all finite subsets $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subset \Lambda$, see $[\mathrm{SZ} 1]$.

A compactness argument gives that $\tilde{\sigma}\left(\left(x_{\alpha}\right)_{\alpha \in \Lambda}\right)$ is non-empty for all commuting families $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$.
C.7.4. An interesting problem is to characterize those regularities that can be extended to joint regularities (equivalently, which spectra $\tilde{\sigma}$ defined for single elements can be extended to $n$-tuples of commuting elements).

Necessary conditions are property (P1), stability of the spectrum under commuting quasinilpotent perturbations (Theorem 7.16), and the property that $\widehat{\Delta}(\tilde{\sigma}(a), \tilde{\sigma}(b)) \leq\|a-b\|$ for all commuting $a, b$ (uniform continuity on commuting elements, see Theorem 7.14).
C.7.5. By [SZ2], a complex-valued function $\varphi$ defined on a Banach algebra $\mathcal{A}$ is called a semicharacter if its restriction to any commutative subalgebra of $\mathcal{A}$ is a multiplicative functional (sometimes also called a character).

Any set $K$ of semicharacters on a Banach algebra $\mathcal{A}$ defines a spectral system by

$$
\sigma_{K}\left(a_{1}, \ldots, a_{n}\right)=\left\{\left(\varphi\left(a_{1}\right), \ldots, \varphi\left(a_{n}\right)\right): \varphi \in K\right\}
$$

On the other hand, it is not possible to describe all spectral system in this way since there are Banach algebras (for example the algebra of all $3 \times 3$ matrices) without semicharacters.

Clearly, each multiplicative functional is a semicharacter. An example of a discontinuous semicharacter can be found in the algebra of all $2 \times 2$ matrices [SZ2]. An example of a continuous semicharacter which is not a multiplicative functional was found in [KM4].

It is an open problem whether a uniformly continuous semicharacter is already automatically a multiplicative functional.
C.7.6. Proposition 7.20 and Corollary 7.22 were proved in [Waw].
C.8.1. The one-sided and one-sided approximate point spectra for $n$-tuples of elements in a Banach algebra were introduced and studied by Harte [Ha1] and [Ha2].
C.8.2. The one-sided and one-sided approximate point spectra can be defined, using exactly the same definitions, for non-commuting $n$ tuples of Banach algebra elements, see Harte [Ha1]. However, in this case the spectrum can be empty. The simplest example are the matrices

$$
A_{1}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \quad A_{2}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

in the Banach algebra of $2 \times 2$ matrices. It is easy to verify that $A_{1}^{2}=A_{2}^{2}=0$ and $A_{1} A_{2}+A_{2} A_{1}=I$. Thus $\sigma_{l}\left(A_{1}, A_{2}\right)=\sigma_{r}\left(A_{1}, A_{2}\right)=\emptyset$.

Similarly, the projection property is not satisfied since $\sigma\left(A_{1}\right) \neq \emptyset$. In general, for non-commuting $n$-tuples there is only one inclusion.
C.8.3. Let $\mathcal{A}$ be a Banach algebra. By [FS1], $\sigma_{l}\left(a_{1}, \ldots, a_{n}\right) \neq \emptyset$ for all (noncommuting) $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}^{n}$ if and only if there exists a multiplicative functional on $\mathcal{A}$.

Further, $\tau_{l}\left(a_{1}, \ldots, a_{n}\right) \neq \emptyset$ for all $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}^{n}$ if and only if there exists a multiplicative functional on $\mathcal{A}$ whose kernel consists of joint left topological divisors of zero, see [So3].

Similar statements are true also for the right spectra.
C.8.4. By [FS2], a Banach algebra $\mathcal{A}$ is commutative modulo its radical if and only if $\sigma_{l}\left(a_{1}, \ldots, a_{n}\right) \subset \sigma_{r}\left(a_{1}, \ldots, a_{n}\right)$ for all $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}$.
C.8.5. By Theorem 8.9, it is possible to calculate the distance of 0 to the left (right) approximate point spectrum of a Banach algebra element.

An interesting problem is to obtain a similar formula for the distance of 0 to the left (right) spectrum. In [Ze5] it was conjectured that

$$
\begin{equation*}
\operatorname{dist}\left\{0, \sigma_{l}(a)\right\}=\sup \left\{r(b)^{-1}: b a=1\right\} . \tag{2}
\end{equation*}
$$

If $a$ is invertible, then this reduces to the spectral radius formula. Also, (2) is true in the algebra $\mathcal{B}(H)$ of all bounded operators on a Hilbert space $H$, see [BM].

In general, it is easy to see that the inequality $\geq$ in (2) is always true; the opposite inequality is an open problem. By [ Ze 5$]$, the conjecture is also equivalent to another interesting problem:

For each compact subset $K$ of the disc $\left\{z \in \mathbb{C}:|z|<\sup \left\{r(b)^{-1}: b a=1\right\}\right\}$ there exists an analytic $\mathcal{A}$-valued function $g$ defined on a neighbourhood $U$ of $K$ such that

$$
\begin{aligned}
g(z)(a-z) & =1 \\
g(z)-g(w) & =(z-w) g(z) g(w)
\end{aligned}
$$

for all $z, w \in U$ (so-called left resolvent of $a$ ), cf. C.13.2.
Note that the resolvent $z \mapsto(a-z)^{-1}$ defined on the complement of $\sigma(a)$ satisfies the resolvent identity $(a-z)^{-1}-(a-w)^{-1}=(z-w)(a-z)^{-1}(a-w)^{-1}$, cf. Theorem 1.16.

## Chapter II

## Operators

In this chapter we study the Banach algebra of all operators acting on a Banach space. All Banach spaces are assumed to be complex and non-trivial, of dimension at least 1. By an operator we always mean a bounded linear mapping between two Banach spaces.

Let $X, Y$ be Banach spaces. Denote by $\mathcal{B}(X, Y)$ the set of all operators from $X$ to $Y$. Write for short $\mathcal{B}(X)=\mathcal{B}(X, X)$. For $T \in \mathcal{B}(X, Y)$ define the operator norm $\|T\|=\sup \{\|T x\|: x \in X,\|x\| \leq 1\}$. It is clear that $\mathcal{B}(X, Y)$ with this norm becomes a Banach space and $\mathcal{B}(X)$ is a Banach algebra. The unit element in $\mathcal{B}(X)$ is the identity operator denoted by $I_{X}$ (or simply $I$ if no confusion can arise).

For basic results and notations from operator theory see Appendix A.1.

## 9 Spectrum of operators

In this section we reformulate the results from Section 8 for the algebra $\mathcal{B}(X)$ of all operators acting on a Banach space $X$.

We start with the left and right point spectra $\pi_{l}$ and $\pi_{r}$.
Theorem 1. Let $T$ be an operator acting on a Banach space $X$ and let $\lambda \in \mathbb{C}$. Then:
(i) $\lambda \in \pi_{l}(T)$ if and only if $\lambda$ is an eigenvalue of $T$ (i.e., $\operatorname{Ker}(T-\lambda) \neq\{0\}$ );
(ii) $\lambda \in \pi_{r}(T)$ if and only if $\overline{(T-\lambda) X} \neq X$.

Proof. (i) If $\lambda \in \pi_{l}(T)$, then $(T-\lambda) S=0$ for some $S \in \mathcal{B}(X), S \neq 0$. Let $x \in X$ satisfy $S x \neq 0$. Then $(T-\lambda) S x=0$, and so $S x$ is an eigenvector of $T$.

Conversely, let $(T-\lambda) x=0$ for some non-zero $x \in X$. Let $f \in X^{*}$ satisfy $f(x)=1$ and define $S \in \mathcal{B}(X)$ by $S y=f(y) x \quad(y \in X)$. Then $S x=x$; so $S \neq 0$ and $(T-\lambda) S=0$.
(ii) Let $S(T-\lambda)=0$ for some $S \in \mathcal{B}(X), S \neq 0$. Then $\overline{(T-\lambda) X} \subset$ Ker $S \neq X$.

Conversely, if $\overline{(T-\lambda) X} \neq X$, then there exists a non-zero functional $f \in X^{*}$ such that $f \mid \overline{(T-\lambda) X}=0$. Let $x \in X$ be any non-zero vector and define $S \in \mathcal{B}(X)$ by $S y=f(y) \cdot x$. Then $S \neq 0$ and $S(T-\lambda)=0$.

Corollary 2. Let $T \in \mathcal{B}(X)$. Then $\pi_{l}(T) \subset \pi_{r}\left(T^{*}\right)$ and $\pi_{r}(T)=\pi_{l}\left(T^{*}\right)$.
Proof. Follows from Theorem 1 and Appendix A.1.15.
In general, $\pi_{l}(T)$ is not equal to $\pi_{r}\left(T^{*}\right)$, since it is possible that $T$ is an injective operator such that $\operatorname{Ran} T^{*}$ is not dense (in general, $\operatorname{Ran} T^{*}$ is only $w^{*}$ dense). As an example, consider the operator $\left(a_{n}\right) \mapsto\left(n^{-1} a_{n}\right)$ acting in $\ell^{1}$.

The equality $\pi_{l}(T)=\pi_{r}\left(T^{*}\right)$ is true for operators in reflexive Banach spaces.
Characterizations similar to those in Theorem 1 are also true for the approximate point spectra. We start with the definition of two quantities connected with an operator. Recall that $B_{X}$ denotes the closed unit ball in $X$.

Definition 3. Let $X, Y$ be Banach spaces and let $T \in \mathcal{B}(X, Y)$. We define the injectivity modulus of $T$ (sometimes also called the minimum modulus) by

$$
j(T)=\inf \{\|T x\|: x \in X,\|x\|=1\}
$$

and the surjectivity modulus by

$$
k(T)=\sup \left\{r \geq 0: T B_{X} \supset r \cdot B_{Y}\right\} .
$$

We say that $T$ is bounded below if $j(T)>0$.
Clearly, $j(T) \leq\|T\|$ and $k(T) \leq\|T\|$ since $T B_{X} \subset\|T\| \cdot B_{Y}$. Furthermore,

$$
j(T)=\inf \left\{\frac{\|T x\|}{\|x\|}: x \in X, x \neq 0\right\} .
$$

Theorem 4. An operator $T \in \mathcal{B}(X, Y)$ is bounded below if and only if it is one-toone and $\operatorname{Ran} T$ is closed. $T$ is onto if and only if $k(T)>0$.

Proof. If $T$ is onto, then $k(T)>0$ by the open mapping theorem. If $T$ is not onto, then $k(T)=0$ by definition.

If $T$ is one-to-one and $\operatorname{Ran} T$ is closed, then $j(T)>0$ by the open mapping theorem. Conversely, if $j(T)>0$, then $T$ is one-to-one and $T: X \rightarrow \operatorname{Ran} T$ is an isomorphism. Thus Ran $T$ is complete and therefore closed in $Y$.

Theorem 5. Let $T \in \mathcal{B}(X, Y)$. Then $T$ is bounded below if and only if $T^{*}$ is onto. $T$ is onto if and only if $T^{*}$ is bounded below.

Proof. Follows from Corollary A.1.15 and Theorem A.1.16.

Theorem 6. Let $X, Y, Z$ be Banach spaces, $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$. Then:
(i) $j(S T) \leq\|S\| \cdot j(T)$;
(ii) $j(S T) \geq j(S) \cdot j(T)$;
(iii) $k(S T) \leq k(S) \cdot\|T\|$;
(iv) $k(S T) \geq k(S) \cdot k(T)$.

Proof. (i) $j(S T)=\inf \left\{\frac{\|S T x\|}{\|x\|}: x \in X, x \neq 0\right\} \leq\|S\| \cdot \inf \left\{\frac{\|T x\|}{\|x\|}: x \in X, x \neq 0\right\}=$ $\|S\| \cdot j(T)$.
(ii) For $x \in X$ we have $\|S T x\| \geq j(S) \cdot\|T x\| \geq j(S) j(T)\|x\|$, and so $j(S T) \geq$ $j(S) j(T)$.
(iii) The statement is clear if $k(S T)=0$. Suppose that $S T$ is onto, and so $T \neq 0$. Let $z \in Z,\|z\|<\frac{k(S T)}{\|T\|}$. Then there exists $x \in X$ such that $S T x=z$ and $\|x\| \leq\|T\|^{-1}$. Then $y=T x \in B_{Y}$ and $S y=z$. Thus $k(S) \geq \frac{k(S T)}{\|T\|}$, which gives (iii).
(iv) The statement is clear if either $k(T)$ or $k(S)$ is equal to 0 . Let both $T$ and $S$ be onto and let $\varepsilon>0, \varepsilon<\min \{k(S), k(T)\}$. We have

$$
(S T) B_{X} \supset S\left((1-\varepsilon) k(T) B_{Y}\right)=(1-\varepsilon) k(T) S B_{Y} \supset(1-\varepsilon)^{2} k(T) k(S) B_{X}
$$

Thus $k(S T) \geq(1-\varepsilon)^{2} k(S) k(T)$. Letting $\varepsilon \rightarrow 0$ gives $k(S T) \geq k(S) k(T)$.
Theorem 7. If $T \in \mathcal{B}(X, Y)$ is bijective, then $j(T)=\left\|T^{-1}\right\|^{-1}=k(T)$.
Proof. We have

$$
\begin{aligned}
j(T) & =\inf \left\{\frac{\|T x\|}{\|x\|}: x \in X, x \neq 0\right\}=\left(\sup \left\{\frac{\|x\|}{\|T x\|}: x \in X, x \neq 0\right\}\right)^{-1} \\
& =\left(\sup \left\{\frac{\left\|T^{-1} y\right\|}{\|y\|}: y \in Y, y \neq 0\right\}\right)^{-1}=\left\|T^{-1}\right\|^{-1}
\end{aligned}
$$

Let $c>0$. The following statements are equivalent:

$$
\begin{aligned}
& c<k(T) ; \quad c^{-1} T B_{X} \\
& \supset B_{Y} ; \\
& c^{-1} B_{X} \supset T^{-1} B_{Y} ; \quad\left\|T^{-1}\right\| \leq c^{-1} ; \quad\left\|T^{-1}\right\|^{-1} \geq c .
\end{aligned}
$$

Hence $k(T)=\sup \{c>0: c<k(T)\}=\left\|T^{-1}\right\|^{-1}$.
Theorem 8. Let $T \in \mathcal{B}(X, Y)$. Then $j(T)=k\left(T^{*}\right)$ and $k(T)=j\left(T^{*}\right)$.
Proof. (a) By Theorem $5, j(T)=0$ if and only if $k\left(T^{*}\right)=0$. If $j(T)>0$, then $\operatorname{Ran} T$ is closed and $T=J T_{0}$, where $T_{0}: X \rightarrow \operatorname{Ran} T$ is induced by $T$ and $J: \operatorname{Ran} T \rightarrow Y$ is the natural embedding. Clearly, $j(T)=j\left(T_{0}\right)=\left\|T_{0}^{-1}\right\|^{-1}=$
$\left\|T_{0}^{*-1}\right\|^{-1}=k\left(T_{0}^{*}\right)$. Further, $T^{*}=T_{0}^{*} J^{*}$ where $J^{*}: Y^{*} \rightarrow(\operatorname{Ran} T)^{*}$ assigns to each functional $f \in Y^{*}$ the restriction $f \mid \operatorname{Ran} T$, cf. A.1.19. By the Hahn-Banach
 6 , and $k\left(T^{*}\right)=j(T)$.
(b) By Theorem 5, $k(T)=0$ if and only if $j\left(T^{*}\right)=0$. Suppose that $k(T)>$ 0 ; so $T$ is onto. Then $T=T_{0} Q$, where $Q: X \rightarrow X / \operatorname{Ker} T$ is the canonical projection and $T_{0}: X / \operatorname{Ker} T \rightarrow Y$ is one-to-one and onto. We have $k\left(T_{0}\right) k(Q) \leq$ $k(T) \leq k\left(T_{0}\right)\|Q\|$. Since $\|Q\|=1=k(Q)$, we have $k(T)=k\left(T_{0}\right)=\left\|T_{0}^{-1}\right\|^{-1}=$ $\left\|\left(T_{0}^{*}\right)^{-1}\right\|^{-1}=j\left(T_{0}^{*}\right)$. Further, $T^{*}=Q^{*} T_{0}^{*}$ where $Q^{*}$ is the natural embedding of $(X / \operatorname{Ker} T)^{*}=(\operatorname{Ker} T)^{\perp}$ into $X^{*}$, see A.1.20. Therefore $j\left(T^{*}\right)=j\left(T_{0}^{*}\right)=k(T)$.

Proposition 9. Let $T, S \in \mathcal{B}(X, Y)$. Then $|j(T)-j(S)| \leq\|T-S\|$ and $\mid k(T)-$ $k(S) \mid \leq\|T-S\|$. In particular, the injectivity and surjectivity moduli are continuous.

Proof. Let $x \in X,\|x\|=1$. Then $\|S x\| \geq\|T x\|-\|(T-S) x\| \geq j(T)-\|T-S\|$, and so $j(T)-j(S) \leq\|T-S\|$. The symmetry implies the first statement of Proposition 9 and the second one follows from Theorem 8.
Proposition 10. Let $T \in \mathcal{B}(X, Y)$. Then:
(i) $j(T)=\sup \{r>0: T-S$ is bounded below for all $S \in \mathcal{B}(X, Y),\|S\|<r\}$;
(ii) $k(T)=\sup \{r>0: T-S$ is onto for all $S \in \mathcal{B}(X, Y),\|S\|<r\}$.

Proof. (i) Let $S \in \mathcal{B}(X, Y),\|S\|<j(T)$. Then $j(T-S) \geq j(T)-\|S\|>0$, and so $T-S$ is bounded below.

Conversely, let $\varepsilon>0$. Then there exists $x_{0} \in X$ of norm 1 such that $\left\|T x_{0}\right\|<$ $j(T)+\varepsilon$. Let $f \in X^{*}$ satisfy $\|f\|=1=f\left(x_{0}\right)$. Define $S \in \mathcal{B}(X, Y)$ by $S x=$ $f(x) \cdot T x_{0}$. Then $\|S\|=\left\|T x_{0}\right\|<j(T)+\varepsilon$ and $(T-S) x_{0}=0$. Hence $T-S$ is not one-to-one.
(ii) The statement is clear if $k(T)=0$. Suppose that $k(T)>0$.

Let $S \in \mathcal{B}(X, Y),\|S\|<k(T)$. Then $k(T-S) \geq k(T)-\|S\|>0$, and so $T-S$ is onto.

Conversely, let $\varepsilon>0$ and let $y \in Y$ satisfy $\|y\|<k(T)+\varepsilon$ and $y \notin T B_{X}$. Choose $x_{0} \in X$ such that $T x_{0}=y$. It is clear that $\operatorname{dist}\left\{x_{0}, \operatorname{Ker} T\right\} \geq 1$. Let $f \in(\operatorname{Ker} T)^{\perp}$ satisfy $\|f\|=1$ and $f\left(x_{0}\right)=\operatorname{dist}\left\{x_{0}, \operatorname{Ker} T\right\} \geq 1$. Define $S$ by $S x=f(x) f\left(x_{0}\right)^{-1} T x_{0}$. Then $\|S\|=\left\|T x_{0}\right\| f\left(x_{0}\right)^{-1}<k(T)+\varepsilon$. We show that $y \notin \operatorname{Ran}(T-S)$. We have $(T-S) x_{0}=0$, and so $\operatorname{Ran}(T-S)=T \operatorname{Ker} f$. Suppose on the contrary that there is an $x \in \operatorname{Ker} f$ such that $y=T x$. Then $x-x_{0} \in$ $\operatorname{Ker} T \subset \operatorname{Ker} f$ and $0=f(x)=f\left(x_{0}\right) \geq 1$, a contradiction.

Recall that for an $n$-tuple $\left(A_{1}, \ldots, A_{n}\right)$ of operators in a Banach space $X$ we write

$$
d_{l}^{\mathcal{B}(X)}\left(A_{1}, \ldots, A_{n}\right)=\inf \left\{\sum_{i=1}^{n}\left\|A_{i} S\right\|: S \in \mathcal{B}(X),\|S\| \leq 1\right\}
$$

and

$$
d_{r}^{\mathcal{B}(X)}\left(A_{1}, \ldots, A_{n}\right)=\inf \left\{\sum_{i=1}^{n}\left\|S A_{i}\right\|: S \in \mathcal{B}(X),\|S\| \leq 1\right\} .
$$

Theorem 11. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. Then:
(i) $d_{l}^{\mathcal{B}(X)}(A)=\inf \left\{\sum_{i=1}^{n}\left\|A_{i} x\right\|: x \in X,\|x\|=1\right\}$;
(ii) $d_{r}^{\mathcal{B}(X)}(A)=\sup \left\{r: A_{1} B_{X}+\cdots+A_{r} B_{X} \supset r B_{X}\right\}$.

Proof. (i) Let $x \in X,\|x\|=1$ and let $f \in X^{*}$ satisfy $f(x)=1=\|f\|$. Define $S \in \mathcal{B}(X)$ by $S z=f(z) \cdot x \quad(z \in X)$. Then $\|S\|=1$ and

$$
\begin{aligned}
\sum_{i=1}^{n}\left\|A_{i} S\right\| & =\sum_{i=1}^{n} \sup \left\{\left\|A_{i} S z\right\|: z \in X,\|z\|=1\right\}= \\
& =\sum_{i=1}^{n} \sup \left\{|f(z)| \cdot\left\|A_{i} x\right\|: z \in X,\|z\|=1\right\} \leq \sum_{i=1}^{n}\left\|A_{i} x\right\|
\end{aligned}
$$

Thus

$$
d_{l}(A) \leq \inf \left\{\sum_{i=1}^{n}\left\|A_{i} x\right\|: x \in X,\|x\|=1\right\}
$$

To show the opposite inequality, let $S \in \mathcal{B}(X),\|S\|=1$. For each $\varepsilon>0$ there exists $y \in X,\|y\|=1$ such that $\|S y\| \geq 1-\varepsilon$. Then $\frac{S y}{\|S y\|}$ is of norm 1 and

$$
\inf \left\{\sum_{i=1}^{n}\left\|A_{i} x\right\|: x \in X,\|x\|=1\right\} \leq \sum_{i=1}^{n} \frac{\left\|A_{i} S y\right\|}{\|S y\|} \leq(1-\varepsilon)^{-1} \sum_{i=1}^{n}\left\|A_{i} S\right\|
$$

Since $S$ and $\varepsilon$ were arbitrary, we have

$$
\inf \left\{\sum_{i=1}^{n}\left\|A_{i} x\right\|: x \in X,\|x\|=1\right\} \leq d_{l}(A)
$$

(ii) Suppose that $A_{1} B_{X}+\cdots+A_{n} B_{X} \supset r B_{X}$. Let $S: X \rightarrow X$ be an operator of norm 1 and $\varepsilon>0$. Then there exists $y \in X,\|y\|=r$ such that $\|S y\|>(1-\varepsilon) r$ and $x_{1}, \ldots, x_{n} \in B_{X}$ such that $y=\sum_{i=1}^{n} A_{i} x_{i}$.

We have

$$
\sum_{i=1}^{n}\left\|S A_{i}\right\| \geq \sum_{i=1}^{n}\left\|S A_{i} x_{i}\right\| \geq\|S y\|>(1-\varepsilon) r
$$

Thus

$$
d_{r}(A) \geq \sup \left\{r: A_{1} B_{X}+\cdots+A_{n} B_{X} \supset r B_{X}\right\} .
$$

Conversely, let $x \in X,\|x\|=1$ and $x \notin r^{-1} \cdot\left(A_{1} B_{X}+\cdots+A_{n} B_{X}\right)$. For every $\varepsilon>0$ we have $x \notin(r+\varepsilon)^{-1} \overline{A_{1} B_{X}+\cdots+A_{n} B_{X}}$. By the Hahn-Banach theorem A.1.3, there exists a functional $f \in X^{*}$ such that

$$
f(x)=1>(r+\varepsilon)^{-1} \sup \left\{\left|f\left(\sum_{i=1}^{n} A_{i} x_{i}\right)\right|:\left\|x_{1}\right\|=\cdots=\left\|x_{n}\right\|=1\right\}
$$

Define $S \in \mathcal{B}(X)$ by $S z=f(z) \cdot x \quad(z \in X)$. Then $\|S\|=\|f\| \geq 1$ and

$$
\begin{aligned}
\sum_{i=1}^{n}\left\|S A_{i}\right\| & =\sup \left\{\sum_{i=1}^{n}\left\|S A_{i} x_{i}\right\|: x_{i} \in X,\left\|x_{1}\right\|=\cdots=\left\|x_{n}\right\|=1\right\} \\
& =\sup \left\{\sum_{i=1}^{n}\left|f\left(A_{i} x_{i}\right)\right|:\left\|x_{1}\right\|=\cdots=\left\|x_{n}\right\|=1\right\} \\
& =\sup \left\{\left|f\left(\sum_{i=1}^{n} A_{i} x_{i}\right)\right|:\left\|x_{1}\right\|=\cdots=\left\|x_{n}\right\|=1\right\}<r+\varepsilon
\end{aligned}
$$

Thus

$$
d_{r}(A) \leq \sup \left\{r: A_{1} B_{X}+\cdots+A_{n} B_{X} \supset r B_{X}\right\}
$$

Remark 12. The symmetry between the left and right spectrum is rather lost in the algebra $\mathcal{B}(X)$. The left point spectrum of an operator is much more important than the right point spectrum. Therefore in operator theory the left point spectrum is usually called just the point spectrum; the right point spectrum is rather the point spectrum of the adjoint operator.

Similarly, the left approximate point spectrum of an operator is much more important than the right approximate point spectrum. Therefore the left approximate point spectrum in $\mathcal{B}(X)$ is usually called only the approximate point spectrum. The right approximate point spectrum is called the surjective spectrum (sometimes also the defect spectrum).

The point, approximate point, and surjective spectrum of a commuting $n$ tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ of operators on a Banach space $X$ are denoted by $\sigma_{p}(A)$, $\sigma_{\pi}(A)$ and $\sigma_{\delta}(A)$, respectively.

The notation is not consistent with the notation used in the Banach algebra theory, but since it is generally accepted and is also quite convenient (it is not necessary to remember which spectrum is left and which is right), we are going to use it.

Corollary 13. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. Then

$$
\sigma_{p}(A)=\left\{\lambda \in \mathbb{C}^{n}: \bigcap_{i=1}^{n} \operatorname{Ker}\left(A_{i}-\lambda_{i}\right) \neq\{0\}\right\}
$$

$$
\begin{aligned}
& \sigma_{\pi}(A)=\left\{\lambda \in \mathbb{C}^{n}: \inf \left\{\sum_{i=1}^{n}\left\|\left(A_{i}-\lambda_{i}\right) x\right\|: x \in X,\|x\|=1\right\}=0\right\}, \\
& \sigma_{\delta}(A)=\left\{\lambda \in \mathbb{C}^{n}:\left(A_{1}-\lambda_{1}\right) X+\cdots+\left(A_{n}-\lambda_{n}\right) X \neq X\right\}
\end{aligned}
$$

In particular, for a single operator $T \in \mathcal{B}(X)$ we have $\sigma_{p}(T)=\{\mu \in \mathbb{C}: T-$ $\mu$ is not one-to-one $\}, \sigma_{\pi}(T)=\{\mu \in \mathbb{C}: T-\mu$ is not bounded below $\}$ and $\sigma_{\delta}(T)=$ $\{\mu \in \mathbb{C}: T-\mu$ is not onto $\}$.

Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a mutually commuting $n$-tuple of operators on a Banach space $X$. Denote by $X_{1}^{n}$ and $X_{\infty}^{n}$ the Banach space $\underbrace{X \oplus \cdots \oplus X}_{n}$ with the norms

$$
\left\|x_{1} \oplus \cdots \oplus x_{n}\right\|_{1}=\sum_{i=1}^{n}\left\|x_{i}\right\|
$$

and

$$
\left\|x_{1} \oplus \cdots \oplus x_{n}\right\|_{\infty}=\max \left\{\left\|x_{i}\right\|: i=1, \ldots, n\right\}
$$

respectively.
Denote by $\delta_{A}: X \rightarrow X_{1}^{n}$ the operator defined by

$$
\delta_{A} x=A_{1} x \oplus \cdots \oplus A_{n} x \quad(x \in X)
$$

By Theorem 11, we have $d_{l}(A)=j\left(\delta_{A}\right)$. Similarly, $d_{r}(A)=k\left(\eta_{A}\right)$ where $\eta_{A}=$ $X_{\infty}^{n} \rightarrow X$ is defined by

$$
\eta_{A}\left(x_{1} \oplus \cdots \oplus x_{n}\right)=\sum_{i=1}^{n} A_{i} x_{i} \quad\left(x_{1}, \ldots, x_{n} \in X\right)
$$

Corollary 14. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Write $A^{*}=\left(A_{1}^{*}, \ldots, A_{n}^{*}\right) \in \mathcal{B}\left(X^{*}\right)$. Then $\sigma_{\pi}\left(A^{*}\right)=$ $\sigma_{\delta}(A)$ and $\sigma_{\delta}\left(A^{*}\right)=\sigma_{\pi}(A)$
Proof. Let $\delta_{A}: X \rightarrow X_{1}^{n}$ and let $\eta_{A}: X_{\infty}^{n} \rightarrow X$ be the operators defined above. Similarly define operators $\delta_{A^{*}}: X^{*} \rightarrow\left(X^{*}\right)_{1}^{n}$ and $\eta_{A^{*}}:\left(X^{*}\right)_{\infty}^{n} \rightarrow X^{*}$. Clearly, $\delta_{A^{*}}=\left(\eta_{A}\right)^{*}$ and $\eta_{A^{*}}=\left(\delta_{A}\right)^{*}$. Thus

$$
d_{l}^{\mathcal{B}\left(X^{*}\right)}\left(A^{*}\right)=j\left(\delta_{A^{*}}\right)=k\left(\eta_{A}\right)=d_{r}^{\mathcal{B}(X)}(A)
$$

and

$$
d_{r}^{\mathcal{B}\left(X^{*}\right)}\left(A^{*}\right)=k\left(\eta_{A^{*}}\right)=j\left(\delta_{A}\right)=d_{l}^{\mathcal{B}(X)}(A) .
$$

Consequently, $\sigma_{\pi}\left(A^{*}\right)=\sigma_{\delta}(A)$ and $\sigma_{\delta}\left(A^{*}\right)=\sigma_{\pi}(A)$.
Remark 15. Note that there are two different conventions of taking adjoints. We are using the Banach space convection: for an operator $T$ on a Banach space $X$ and $\alpha \in \mathbb{C}$ we have $\left(T-\alpha I_{X}\right)^{*}=T^{*}-\alpha I_{X^{*}}$.

If $X$ is a Hilbert space, then $X^{*}$ is usually identified with $X$ and with this (Hilbert space) convention $(T-\alpha I)^{*}=T^{*}=\bar{\alpha} I$. In this notation we have rather $\sigma_{\pi}\left(T^{*}\right)=\left\{\bar{z}: z \in \sigma_{\delta}(T)\right\}$ and a similar change must be done in all duality results.

Theorem 16. Let $X, Y$ be Banach spaces and $T \in \mathcal{B}(X, Y)$. Then there exists and operator $S: Y \rightarrow X$ satisfying $S T=I_{X}$ if and only if $T$ is bounded below and Ran $T$ is a complemented subspace of $Y$.

Similarly, there exists an operator $S: Y \rightarrow X$ with $T S=I_{Y}$ if and only if $T$ is onto and $\operatorname{Ker} T$ is a complemented subspace of $X$.

Proof. Let $S: Y \rightarrow X, S T=I_{X}$. Then $(T S)^{2}=T S$ and $\operatorname{Ran} T \supset \operatorname{Ran} T S \supset$ $\operatorname{Ran} T S T=\operatorname{Ran} T$. Hence $T S$ is a projection onto $\operatorname{Ran} T$ and $\operatorname{Ran} T$ is a complemented subspace of $Y$. In particular, $\operatorname{Ran} T=\operatorname{Ker}(I-T S)$, which is closed. Clearly, $T$ is one-to-one and hence bounded below.

Conversely, let $T$ be bounded below and let $P \in \mathcal{B}(X)$ be a projection onto $\operatorname{Ran} T$. Let $S_{0}: \operatorname{Ran} T \rightarrow X$ be the inverse of $T$. Set $S=S_{0} P$. Then $S T=I_{X}$.

Suppose now that $T S=I_{Y}$ for some $S: Y \rightarrow X$. Then $T$ is onto and $(S T)^{2}=$ $S T$ is a projection satisfying $\operatorname{Ker}(S T)=\operatorname{Ker} T$. Hence $\operatorname{Ker} T$ is a complemented subspace of $X$.

Conversely, let $T$ be onto and let $X=\operatorname{Ker} T \oplus M$ for some closed subspace $M \subset X$. The restriction $T \mid M: M \rightarrow Y$ is one-to-one and onto; let $S_{0}$ be its inverse. Let $J: M \rightarrow X$ be the natural embedding and $S=J S_{0}$. Then $T S=I_{Y}$.
Theorem 17. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Then:
(i) $(0, \ldots, 0) \notin \sigma_{l}(A)$ if and only if $j\left(\delta_{A}\right)>0$ and the space $\delta_{A} X$ is complemented;
(ii) $(0, \ldots, 0) \notin \sigma_{r}(A)$ if and only if $A_{1} X+\cdots+A_{n} X=X$ and Ker $\eta_{A}$ is complemented.

Proof. (i) Let $j\left(\delta_{A}\right)>0$ and let $\delta_{A} X$ be a complemented subspace of $X_{1}^{n}$. By the preceding theorem, there exists an operator $S: X_{1}^{n} \rightarrow X$ such that $S \delta_{A}=I_{X}$. If we express $S$ in the matrix form as $S=\left(B_{1}, \ldots, B_{n}\right)$, we have $B_{1} A_{1}+\cdots+B_{n} A_{n}=$ $I_{X}$. Hence $0 \notin \sigma_{l}(A)$.

Conversely, if $\sum B_{i} A_{i}=I_{X}$ for some $B_{i} \in \mathcal{B}(X)$, then $S \delta_{A}=I_{X}$ for $S: X_{1}^{n} \rightarrow X$ defined by $S\left(x_{1} \oplus \cdots \oplus x_{n}\right)=\sum B_{i} x_{i}$. By the preceding theorem, $\delta_{A}$ is bounded below and $\operatorname{Ran} \delta_{A}$ complemented.

The second statement can be shown similarly.
Corollary 18. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Hilbert space $H$. Then

$$
\sigma_{l}(A)=\sigma_{\pi}(A) \quad \text { and } \quad \sigma_{r}(A)=\sigma_{\delta}(A)
$$

Proof. The spaces $H_{1}^{n}, H_{\infty}^{n}$ are isomorphic to a Hilbert space, so every closed subspace is complemented.

Example 19. The preceding result is not true for Banach spaces. An example is based on the well-known fact that the space $c_{0}$ is not complemented in $\ell^{\infty}$.

Let $X=c_{0} \oplus \ell^{\infty}$ and let $T \in \mathcal{B}(X)$ be defined by

$$
T\left(\left(x_{1}, x_{2}, \ldots\right) \oplus\left(y_{1}, y_{2}, \ldots\right)\right)=(0,0, \ldots) \oplus\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots\right)
$$

It is easy to see that $T$ is an isometry and $\operatorname{Ran} T$ is not complemented in $X$. Thus $0 \in \sigma_{l}(T) \backslash \sigma_{\pi}(T)$.

A similar example can be constructed to show that in general $\sigma_{r} \neq \sigma_{\delta}$.
Theorem 20. Let $T$ be an operator in a Banach space $X$. Then

$$
\sigma(T)=\sigma_{p}(T) \cup \sigma_{\delta}(T)=\sigma_{p}\left(T^{*}\right) \cup \sigma_{\pi}(T)
$$

Proof. Evidently, $\sigma_{p}(T) \cup \sigma_{\delta}(T) \subset \sigma(T)$. If $\lambda \notin \sigma_{p}(T) \cup \sigma_{\delta}(T)$, then $T-\lambda$ is both one-to-one and onto. Thus $T-\lambda$ is invertible by the open mapping theorem.

The second equality can be proved similarly.
Remark 21. The equality $\sigma(a)=\tau_{l}(a) \cup \pi_{r}(a)=\tau_{r}(a) \cup \pi_{l}(a)$, which is true for operators by Theorem 20, is not true for Banach algebras.

An easy example is the algebra of all formal power series $\sum_{i=0}^{\infty} \alpha_{i} x^{i}$ with complex coefficients $\alpha_{i}$ such that $\left\|\sum \alpha_{i} x^{i}\right\|=\sum\left|\alpha_{i}\right|<\infty$. It is easy to check that $\sigma(x)=\{z \in \mathbb{C}:|z| \leq 1\}, \tau_{l}(x)=\tau_{r}(x)=\{z \in \mathbb{C}:|z|=1\}$, and so even $\sigma(x) \neq \tau_{l}(x) \cup \tau_{r}(x)$.

Note that for any Banach algebra element $x$ we have a weaker relation $\sigma(x)=$ $\sigma_{l}(x) \cup \pi_{r}(X)=\sigma_{r}(x) \cup \pi_{l}(x)$. Indeed, suppose that $y x=1$ and $x$ is not a right divisor of zero. Then $(x y-1) x=0$, and so $x y=1$. Hence $x$ is invertible.

Examples 22. (i) Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i}\right\}_{i \geq 0}$. The weighted unilateral shift with weights $w_{i} \geq 0$ is the operator on $H$ defined by $T e_{i}=w_{i} e_{i+1}$. Its adjoint (satisfying $T^{*} e_{0}=0$ and $T^{*} e_{i+1}=w_{i} e_{i}$ for $i \geq 0$ ) is the weighted backward shift. If $H$ has an orthonormal basis $\left\{e_{i}\right\}_{i \in \mathbb{Z}}$ and $T$ is defined by $T e_{i}=w_{i} e_{i+1} \quad(i \in \mathbb{Z})$, then $T$ is called the weighted bilateral shift with weights $w_{i}>0$.

Weighted shifts are an important source of examples and counterexamples.
For weighted shifts all spectra are circularly symmetrical since $c T$ is unitarily equivalent to $T$ for $|c|=1$.

Let $T$ be a weighted unilateral shift. Then

$$
\begin{aligned}
\|T\| & =\sup w_{i} \\
j(T) & =\inf w_{i} \\
r(T) & =\limsup _{n}\left(w_{i} \cdots w_{i+n-1}\right)^{1 / n} \\
\sigma(T) & =\{z \in \mathbb{C}:|z| \leq r(T)\} \\
\sigma_{\pi}(T) & =\{z \in \mathbb{C}: m(T) \leq|z| \leq r(T)\},
\end{aligned}
$$

where $m(T)=\lim _{n} \inf _{i}\left(w_{i} \cdots w_{i+n-1}\right)^{1 / n}$. Furthermore,

$$
\{0\} \cup\left\{z \in \mathbb{C}:|z|<r^{\prime}(T)\right\} \subset \sigma_{p}\left(T^{*}\right) \subset\left\{z \in \mathbb{C}:|z| \leq r^{\prime}(T)\right\}
$$

where $r^{\prime}(T)=\liminf \left(w_{0} \cdots w_{n-1}\right)^{1 / n}$.
For bilateral weighted shifts there are similar formulas but little bit more complicated. For example, $\sigma(T)=\{z \in \mathbb{C}: m(T) \leq|z| \leq r(T)\}$ and $\sigma_{\pi}(T)$ can be in general a union of two annuli. For details see [Shl].
(ii) Weighted shifts play an important role in analysis. Let $H^{2}$ be the Hardy space of all functions analytic on the open unit disc satisfying

$$
\|f\|_{2}^{2}=\frac{1}{2 \pi} \sup _{0<r<1} \int_{0}^{2 \pi}\left|f\left(r e e^{i t}\right)\right|^{2} \mathrm{~d} t<\infty
$$

Then $H^{2}$ is a Hilbert space and the operator of multiplication by the variable $z$ is a unilateral shift (with weights equal to 1 ). Many deep results in analysis can be formulated in the language of operator theory, see [Ni].

Similarly, weighted shifts can be considered as multiplication operators in various spaces of analytic functions (e.g., Bergman spaces), see [Shl].
(iii) An important example of commuting $n$-tuples of operators are multishifts and weighted multishifts. Let $H$ be Hilbert space with an orthogonal basis $e_{\alpha} \quad(\alpha \in$ $M)$, where $M$ is a "translation invariant" subset of $\mathbb{Z}^{n}$, (i.e., $m \in M, 1 \leq j \leq n \Rightarrow$ $m+\varepsilon_{j} \in M$ where $\varepsilon_{j}=(\underbrace{0, \ldots, 0}_{j-1}, 1,0, \ldots, 0))$. Define operators $S_{1}, \ldots, S_{n} \in \mathcal{B}(H)$ by

$$
S_{j} e_{m}=e_{m+\varepsilon_{j}} \quad(m \in M)
$$

Then $\left(S_{1}, \ldots, S_{n}\right)$ is a commuting $n$-tuple of operators.
More generally, we can define $S_{j} e_{m}=w_{m, j} e_{m+\varepsilon_{j}}$ where $w_{m, j} \quad(m \in M, j=$ $1, \ldots, n)$ are positive weights such that $w_{m, i} w_{m+\varepsilon_{i}, j}=w_{m, j} w_{m+\varepsilon_{j}, i}$ for all $m, i, j$.

The most important examples of the index set $M$ are $\mathbb{Z}^{n}$ and $\mathbb{Z}_{+}^{n}$ but there are many other possibilities (e.g., for $n=2$ the sets $\{(i, j): i+j \geq 0\}$ or $\{(i, j)$ : either $i \geq 0$ or $j \geq 0\}$ ).

Weighted multishifts can be frequently interpreted as $n$-tuples of multiplications by variables $z_{1}, \ldots, z_{n}$ in various spaces of analytic functions of $n$ variables (e.g., in the Hardy and Bergman spaces over the unit polydisc, unit ball etc.).
(iv) An operator $T$ on a Hilbert space $H$ is called selfadjoint if $T^{*}=T$ and normal if $T T^{*}=T^{*} T$. A normal operator is selfadjoint if and only if its spectrum is contained in the real line.

The structure of a normal operator is described by the spectral decomposition

$$
T=\int z \mathrm{~d} E(z)
$$

where $E$ is the spectral measure of $T$ and $\operatorname{supp} E=\sigma(T)$. Normal operators satisfy $\|T\|=r(T)$ and $\sigma(T)=\sigma_{\pi}(T)=\sigma_{\delta}(T)$.

Commuting $n$-tuples of normal operators have similar properties. If $T=$ $\left(T_{1}, \ldots, T_{n}\right)$ is an $n$-tuple of mutually commuting normal operators, then $T_{i} T_{j}^{*}=$ $T_{j}^{*} T_{i} \quad(i, j=1, \ldots, n)$ by the Fuglede-Putnam theorem and $\sigma_{\pi}(T)=\sigma_{\delta}(T)=$ $\sigma(T)$. Furthermore, it is possible to express $T$ as

$$
T_{i}=\int_{\sigma(T)} z_{i} \mathrm{~d} E(z) \quad(i=1, \ldots, n)
$$

where $E$ is the joint spectral measure of $\left(T_{1}, \ldots, T_{n}\right)$.
(v) Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i}\right\}_{i \geq 0}$; let $\left(c_{i}\right)_{i \geq 0}$ be a bounded sequence of complex numbers. Let $T \in \mathcal{B}(H)$ be the diagonal operator defined by $T e_{i}=c_{i} e_{i}$. Then $\|T\|=\sup \left\{\left|c_{i}\right|: i \geq 0\right\}=r(T), \sigma_{p}(T)=\left\{c_{i}: i \geq 0\right\}$ and $\sigma(T)=\sigma_{\pi}(T)=\sigma_{\delta}(T)=\left\{c_{i}: i \geq 0\right\}^{-}$.

Theorem 23. Let $T$ be an operator on a Banach space $X$. Then there exists a Banach space $Y$ containing $X$ as a closed subspace and an operator $S \in \mathcal{B}(Y)$ such that $S \mid X=T$ and $\sigma^{\mathcal{B}(Y)}(S)=\sigma_{\pi}^{\mathcal{B}(X)}(T) \quad\left(\right.$ clearly, $\sigma_{\pi}(T) \subset \sigma_{\pi}(S) \subset \sigma(S)$ whenever $S \in \mathcal{B}(Y), S \mid X=T)$.

Proof. Let $\mathcal{A}$ be a closed commutative subalgebra of $\mathcal{B}(X)$ containing $T$.
Set $\mathcal{B}=\mathcal{A} \oplus X$. Define the norm and multiplication in $\mathcal{B}$ by $\|A \oplus x\|=$ $\|A\|+\|x\|$ and $(A \oplus x)\left(A^{\prime} \oplus x^{\prime}\right)=A A^{\prime} \oplus\left(A x^{\prime}+A^{\prime} x\right) \quad\left(A, A^{\prime} \in \mathcal{A}, x, x^{\prime} \in X\right)$. Then $\mathcal{B}$ is a commutative Banach algebra and $A \mapsto A \oplus 0 \quad(A \in \mathcal{A})$ is an isometrical embedding $\mathcal{A} \rightarrow \mathcal{B}$.

Let $\lambda \in \mathbb{C}$. It is easy to show (cf. Lemma 8.5) that

$$
d_{l}^{\mathcal{B}}((T-\lambda) \oplus 0)=d_{l}^{\mathcal{B}(X)}(T-\lambda)
$$

and so

$$
\tau^{\mathcal{B}}(T \oplus 0)=\sigma_{\pi}^{\mathcal{B}(X)}(T)
$$

By Theorem 4.10, there exists a commutative Banach algebra $\mathcal{C} \supset \mathcal{B}$ such that

$$
\sigma^{\mathcal{C}}(T \oplus 0)=\tau^{\mathcal{B}}(T \oplus 0)=\sigma_{\pi}(T)
$$

Consider the operator $S: \mathcal{C} \rightarrow \mathcal{C}$ defined by $S c=(T \oplus 0) c \quad(c \in \mathcal{C})$. Then

$$
\sigma^{\mathcal{B}(\mathcal{C})}(S) \subset \sigma^{\mathcal{C}}(T \oplus 0)=\sigma_{\pi}(T)
$$

For $x \in X$ we have

$$
S(0 \oplus x)=(T \oplus 0)(0 \oplus x)=0 \oplus T x
$$

If we identify $x \in X$ with $0 \oplus x \in \mathcal{B} \subset \mathcal{C}$, then $S \mid X=T$ and $\sigma(S)=\sigma_{\pi}(T)$.

Theorem 24. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$, let $0 \notin \sigma_{\pi}(T)$. Then there exist a Banach space $Y \supset X$ and commuting operators $S_{1}, \ldots, S_{n}, V_{1}, \ldots, V_{n} \in \mathcal{B}(Y)^{n}$ such that $S_{i} \mid X=T_{i} \quad(i=$ $1, \ldots, n)$ and $\sum_{i=1}^{n} S_{i} V_{i}=I_{Y}$.

Proof. We use the construction from the previous theorem and Theorem 5.12.
Theorem 25. Let $T \in \mathcal{B}(X)$. Then

$$
\operatorname{dist}\left\{0, \sigma_{\pi}(T)\right\}=\lim _{n \rightarrow \infty} j\left(T^{n}\right)^{1 / n} \quad \text { and } \quad \operatorname{dist}\left\{0, \sigma_{\delta}(T)\right\}=\lim _{n \rightarrow \infty} k\left(T^{n}\right)^{1 / n}
$$

Proof. Since $d_{l}^{\mathcal{B}(X)}\left(T^{n}\right)=j\left(T^{n}\right)$ and $d_{r}^{\mathcal{B}(X)}\left(T^{n}\right)=k\left(T^{n}\right)$, the statement is a reformulation of Theorem 8.9.

The theory of Banach algebras and operator theory are closely related. Obviously, every result for Banach algebras holds also for operators. On the other hand, it is possible to generalize many results for operators to general Banach algebras in the following way:

Let $\mathcal{A}$ be a Banach algebra and let $b \in \mathcal{A}$. Define operators $L_{b}, R_{b}: \mathcal{A} \rightarrow \mathcal{A}$ by $L_{b} x=b x, R_{b} x=x b \quad(x \in \mathcal{A})$. For an $n$-tuple $a=\left(a_{1}, \ldots, a_{n}\right) \in c(\mathcal{A})$ write $L_{a}=\left(L_{a_{1}}, \ldots, L_{a_{n}}\right), R_{a}=\left(R_{a_{1}}, \ldots, R_{a_{n}}\right) \in c(\mathcal{B}(\mathcal{A}))$. The spectrum of $a \in c(\mathcal{A})$ in the algebra $\mathcal{A}$ and the spectra of $L_{a}, R_{a}$ in $\mathcal{B}(\mathcal{A})$ are closely related.

Theorem 26. Let $\mathcal{A}$ be a Banach algebra and $a \in c(\mathcal{A})$. Then:
(i) $\tau_{l}^{\mathcal{A}}(a)=\sigma_{\pi}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right), \quad \tau_{r}^{\mathcal{A}}(a)=\sigma_{\pi}^{\mathcal{B}(\mathcal{A})}\left(R_{a}\right)$;
(ii) $\sigma_{r}^{\mathcal{A}}(a)=\sigma_{\delta}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right)=\sigma_{r}\left(L_{a}\right), \sigma_{l}^{\mathcal{A}}(a)=\sigma_{\delta}^{\mathcal{B}(\mathcal{A})}\left(R_{a}\right)=\sigma_{r}\left(R_{a}\right)$.

Proof. (i) By Corollary 13, we have

$$
\begin{aligned}
\sigma_{\pi}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right) & =\left\{\lambda \in \mathbb{C}^{n}: \inf \left\{\sum_{i=1}^{n}\left\|L_{a_{i}-\lambda_{i}} x\right\|: x \in \mathcal{A},\|x\|=1\right\}=0\right\} \\
& =\left\{\lambda \in \mathbb{C}^{n}: \inf \left\{\sum_{i=1}^{n}\left\|\left(a_{i}-\lambda_{i}\right) x\right\|: x \in \mathcal{A},\|x\|=1\right\}=0\right\}=\tau_{l}^{\mathcal{A}}(a) .
\end{aligned}
$$

Similarly, $\sigma_{\pi}^{\mathcal{B}(\mathcal{A})}\left(R_{a}\right)=\tau_{r}^{\mathcal{A}}(a)$.
(ii) We have

$$
\begin{aligned}
\sigma_{\delta}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right) & =\left\{\lambda \in \mathbb{C}^{n}: L_{a_{1}-\lambda_{1}} \mathcal{A}+\cdots+L_{a_{n}-\lambda_{n}} \mathcal{A} \neq \mathcal{A}\right\} \\
& =\left\{\lambda \in \mathbb{C}^{n}:\left(a_{1}-\lambda_{1}\right) \mathcal{A}+\cdots+\left(a_{n}-\lambda_{n}\right) \mathcal{A} \not \supset 1\right\}=\sigma_{r}^{\mathcal{A}}(a) .
\end{aligned}
$$

Since $a \in \mathcal{A} \mapsto L_{a} \in \mathcal{B}(\mathcal{A})$ is an isometrical embedding, we have $\sigma_{r}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right) \subset$ $\sigma_{r}^{\mathcal{A}}(a)=\sigma_{\delta}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right) \subset \sigma_{r}^{\mathcal{B}(\mathcal{A})}\left(L_{a}\right)$, which proves the first statement of (ii).

The second statement can be proved analogously.

## 10 Operators with closed range

Operators with closed range play an important role in operator theory. The following quantity is closely connected with the closeness of the range.

Let $X, Y$ be Banach spaces and let $T: X \rightarrow Y$ be a non-zero operator. The reduced minimum modulus of $T$ is defined by

$$
\gamma(T)=\inf \{\|T x\|: x \in X, \operatorname{dist}\{x, \operatorname{Ker} T\}=1\}
$$

Formally we set $\gamma(0)=\infty$.
If $T$ is one-to-one, then clearly $\gamma(T)=j(T)$.
An operator $T: X \rightarrow Y$ defines naturally the operator $T_{0}: X / \operatorname{Ker} T \rightarrow$ $\overline{\operatorname{Ran} T}$ by $T_{0}(x+\operatorname{Ker} T)=T x$.

Lemma 1. $\gamma(T)=j\left(T_{0}\right)$.
Proof. We have

$$
\begin{aligned}
j\left(T_{0}\right) & =\inf \left\{\left\|T_{0}(x+\operatorname{Ker} T)\right\|:\|x+\operatorname{Ker} T\|_{X / \operatorname{Ker} T}=1\right\} \\
& =\inf \{\|T x\|: \operatorname{dist}\{x, \operatorname{Ker} T\}=1\}=\gamma(T) .
\end{aligned}
$$

The notion of the reduced minimum modulus is motivated by the following characterization:

Theorem 2. Let $T: X \rightarrow Y$ be an operator. Then $\operatorname{Ran} T$ is closed if and only if $\gamma(T)>0$.

Proof. The statement is clear for $T=0$. If $T \neq 0$, $\operatorname{then} \operatorname{Ran} T=\operatorname{Ran} T_{0}$ and $\operatorname{Ran} T_{0}$ is closed if and only if $j\left(T_{0}\right)>0$.

Theorem 3. $\gamma(T)=\gamma\left(T^{*}\right)$ for every operator $T: X \rightarrow Y$.
Proof. By Theorem 2, $\gamma(T)=0$ if and only if $\gamma\left(T^{*}\right)=0$.
Let $\gamma(T)>0$; so $\operatorname{Ran} T$ is closed. We have $T=J T_{0} Q$, where $Q: X \rightarrow$ $X / \operatorname{Ker} T$ is the canonical projection, $T_{0}: X / \operatorname{Ker} T \rightarrow \operatorname{Ran} T$ is one-to-one and onto and $J: \operatorname{Ran} T \rightarrow Y$ is the natural embedding. The corresponding decomposition for $T^{*}$ is $T^{*}=Q^{*} T_{0}^{*} J^{*}$. We have $\gamma(T)=j\left(T_{0}\right)=\left\|T_{0}^{-1}\right\|^{-1}=\left\|T_{0}^{*-1}\right\|^{-1}=$ $j\left(T_{0}^{*}\right)=\gamma\left(T^{*}\right)$.
Corollary 4. Let $T \in \mathcal{B}(X, Y)$. Then

$$
\begin{equation*}
\gamma(T)=\sup \left\{c \geq 0: T B_{X} \supset c \cdot\left(B_{Y} \cap \operatorname{Ran} T\right)\right\} \tag{1}
\end{equation*}
$$

In particular, if $T$ is onto, then $\gamma(T)=k(T)$.
Proof. Let $T=J T_{0} Q$ be the canonical decomposition of $T$ as above. Suppose first that $\operatorname{Ran} T$ is closed. Then $\gamma(T)=j\left(T_{0}\right)=\left\|T_{0}^{-1}\right\|^{-1}=k\left(T_{0}\right)$. Further,
$k\left(T_{0}\right) k(Q) \leq k\left(T_{0} Q\right) \leq k\left(T_{0}\right)\|Q\|$ and $k(Q)=1=\|Q\| ;$ so

$$
\begin{aligned}
k\left(T_{0}\right) & =k\left(T_{0} Q\right)=\sup \left\{c \geq 0: T_{0} Q B_{X} \supset c \cdot\left(B_{Y} \cap \operatorname{Ran} T\right)\right\} \\
& =\sup \left\{c \geq 0: T B_{X} \supset c\left(B_{Y} \cap \operatorname{Ran} T\right)\right\} .
\end{aligned}
$$

If $\operatorname{Ran} T$ is not closed, then $\gamma(T)=0$. We show that the right-hand side of (1) is also equal to 0 . Suppose on the contrary that there is a $c>0$ such that $T B_{X} \supset c \cdot\left(B_{Y} \cap \operatorname{Ran} T\right)$. Then $T$ induces an isomorphism from $X / \operatorname{Ker} T$ onto $\operatorname{Ran} T$. Thus Ran $T$ is complete and hence closed, a contradiction.

The reduced minimum modulus $\gamma$ is closely connected with the gap function:
Definition 5. Let $M, L$ be subspaces of a Banach space $X$. Define

$$
\delta(M, L)=\sup _{\substack{x \in M \\\|x\| \leq 1}} \operatorname{dist}\{x, L\} .
$$

The gap $\widehat{\delta}(M, L)$ is defined by $\widehat{\delta}(M, L)=\max \{\delta(M, L), \delta(L, M)\}$.
The gap measures the "distance" between two subspaces. Clearly,

$$
0 \leq \delta(M, L) \leq 1, \quad \delta(M, L)=\delta(\bar{M}, \bar{L}) \quad \text { and } \quad \widehat{\delta}(M, L)=\widehat{\delta}(\bar{M}, \bar{L})
$$

For closed subspaces $M$ and $L$ we have $\delta(M, L)=0$ if and only if $M \subset L$ and $\widehat{\delta}(M, L)=0 \Leftrightarrow M=L$.

The following result is a kind of triangular inequality.
Lemma 6. Let $M_{1}, M_{2}, M_{3}$ be closed subspaces of a Banach space $X$. Then

$$
\delta\left(M_{1}, M_{3}\right) \leq \delta\left(M_{1}, M_{2}\right)+\delta\left(M_{2}, M_{3}\right)+\delta\left(M_{1}, M_{2}\right) \delta\left(M_{2}, M_{3}\right) .
$$

Proof. Let $x \in M_{1},\|x\|<1$. Then there exists $y \in M_{2}$ with $\|x-y\| \leq \delta\left(M_{1}, M_{2}\right)$. Clearly, $\|y\| \leq\|x\|+\|x-y\|<1+\delta\left(M_{1}, M_{2}\right)$ and there exists $z \in M_{3}$ with $\|y-z\| \leq\left(1+\delta\left(M_{1}, M_{2}\right)\right) \delta\left(M_{2}, M_{3}\right)$. Hence

$$
\begin{aligned}
\operatorname{dist}\left\{x, M_{3}\right\} & \leq\|x-z\| \leq\|x-y\|+\|y-z\| \\
& \leq \delta\left(M_{1}, M_{2}\right)+\delta\left(M_{2}, M_{3}\right)+\delta\left(M_{1}, M_{2}\right) \delta\left(M_{2}, M_{3}\right)
\end{aligned}
$$

Lemma 7. Let $M$ be a closed subspace of $X, x \in X$ and $f \in X^{*}$. Then:
(i) $\operatorname{dist}\{x, M\}=\sup \left\{|\langle x, g\rangle|: g \in M^{\perp},\|g\| \leq 1\right\}$;
(ii) $\operatorname{dist}\left\{f, M^{\perp}\right\}=\sup \{|\langle m, f\rangle|: m \in M,\|m\| \leq 1\}$.

Proof. (i) Let $Q: X \rightarrow X / M$ be the canonical projection. By Theorem A.1.20, $Q^{*}:(X / M)^{*} \rightarrow X^{*}$ is an isometry with range $M^{\perp}$. Then

$$
\begin{aligned}
\operatorname{dist}\{x, M\} & =\|Q x\|=\sup \left\{|\langle Q x, h\rangle|: h \in(X / M)^{*},\|h\| \leq 1\right\} \\
& =\sup \left\{\left|\left\langle x, Q^{*} h\right\rangle\right|: h \in(X / M)^{*},\|h\| \leq 1\right\} \\
& =\sup \left\{|\langle x, g\rangle|: g \in M^{\perp},\|g\| \leq 1\right\} .
\end{aligned}
$$

(ii) Let $J: M \rightarrow X$ be the natural embedding. By Theorem A.1.19, for $f \in X^{*}$ we have $J^{*} f=f \mid M$ and $\left\|J^{*} f\right\|=\left\|f+M^{\perp}\right\|_{X^{*} / M^{\perp}}$. Thus

$$
\begin{aligned}
\operatorname{dist}\left\{f, M^{\perp}\right\} & =\left\|f+M^{\perp}\right\|_{X^{*} / M^{\perp}}=\|f \mid M\|_{M^{*}} \\
& =\sup \{|\langle m, f\rangle|: m \in M,\|m\| \leq 1\}
\end{aligned}
$$

Theorem 8. Let $M, L$ be closed subspaces of $X$. Then $\delta(M, L)=\delta\left(L^{\perp}, M^{\perp}\right)$ and $\widehat{\delta}(M, L)=\widehat{\delta}\left(L^{\perp}, M^{\perp}\right)$.

Proof. We have

$$
\begin{aligned}
\delta(M, L) & =\sup _{x \in B_{M}} \operatorname{dist}\{x, L\}=\sup _{x \in B_{M}} \sup _{g \in B_{L^{\perp}}}|\langle x, g\rangle| \\
& =\sup _{g \in B_{L^{\perp}}} \sup _{x \in B_{M}}|\langle x, g\rangle|=\sup _{g \in B_{L^{\perp}}} \operatorname{dist}\left\{g, M^{\perp}\right\}=\delta\left(L^{\perp}, M^{\perp}\right)
\end{aligned}
$$

The following result is intuitively clear but the proof is surprisingly deep; it uses essentially the Borsuk antipodal theorem A.1.26.

Lemma 9. Let $M$ and $L$ be subspaces of a finite-dimensional Banach space $X$ such that $\operatorname{dim} M>\operatorname{dim} L$. Then there exists $m \in M$ such that $\|m\|=1=\operatorname{dist}\{m, L\}$.

Proof. Suppose first that $X$ is strictly convex, i.e., $\left\|\frac{u+v}{2}\right\|<1$ for all $u, v \in X,\|u\|=$ $\|v\|=1$ and $u \neq v$.

Let $S_{M}=\{m \in M:\|m\|=1\}$ be the unit sphere in $M$. For $m \in S_{M}$ let $d(m)=\operatorname{dist}\{m, L\}$. If $l \in L,\|l\|>2$, then $\|m-l\| \geq\|l\|-\|m\|>1 \geq d(m)$; so $d(m)=\inf \{\|m-l\|: l \in L,\|l\| \leq 2\}$. From the compactness of the ball $\{l \in L:\|l\| \leq 2\}$ it follows that there is a vector $g(m) \in L$ nearest to $m$, $\|m-g(m)\|=d(m)$.

Moreover, $g(m)$ is determined uniquely by this property. Indeed, if $l, l^{\prime} \in L$, $l \neq l^{\prime}$ and $\|m-l\|=\left\|m-l^{\prime}\right\|=d(m)$, then $\left\|m-\frac{l+l^{\prime}}{2}\right\|=\left\|\frac{(m-l)+\left(m-l^{\prime}\right)}{2}\right\|<d(m)$, a contradiction. Consequently, $g(-m)=-g(m)$.

We show that $g$ is continuous. Suppose on the contrary that there is a sequence $\left(m_{k}\right)$ in $S_{M}$ converging to an $m \in S_{M}$ such that $g\left(m_{k}\right) \nrightarrow g(m)$. Passing to a subsequence if necessary, we may assume that $g\left(m_{k}\right) \rightarrow l$ for some $l \in L$, $l \neq g(m)$.

Set $\varepsilon=\|m-l\|-\|m-g(m)\|$. By assumption, $\varepsilon>0$. Choose $k$ such that $\left\|m_{k}-m\right\|<\varepsilon / 3$ and $\left\|g\left(m_{k}\right)-l\right\|<\varepsilon / 3$. Then

$$
\begin{aligned}
\left\|m_{k}-g(m)\right\| & \leq\left\|m_{k}-m\right\|+\|m-g(m)\|<\varepsilon / 3+\|m-l\|-\varepsilon \\
& \leq\|m-l\|-\left\|m-m_{k}\right\|-\left\|l-g\left(m_{k}\right)\right\| \leq\left\|m_{k}-g\left(m_{k}\right)\right\|
\end{aligned}
$$

which is a contradiction with the definition of $g\left(m_{k}\right)$. Hence $g: S_{M} \rightarrow L$ is continuous.

By the Borsuk antipodal theorem, there exists $m \in M$ with $\|m\|=1$ and $g(m)=0$. Thus dist $\{m, L\}=\|m-g(m)\|=\|m\|=1$.

In the general case choose any Hilbert norm $|\|\cdot\||$ on $X$ and define strictly convex norms $\|\cdot\|_{n}=\|\cdot\|+\frac{1}{n}\| \| \cdot\| \|$ for $n \in \mathbb{N}$. Let $m_{n} \in M$ be vectors satisfying $\left\|m_{n}\right\|_{n}=1=\operatorname{dist}_{n}\left\{m_{n}, L\right\}$, where $\operatorname{dist}_{n}$ means the distance in the sense of $\|\cdot\|_{n}$. Evidently, $\left\|m_{n}\right\| \leq 1$ for all $n$. Passing to a subsequence if necessary, we can assume that $\left(m_{n}\right)$ is a convergent sequence. Its limit $m$ clearly satisfies the conditions required.

Corollary 10. Let $M, L$ be subspaces of a Banach space $X$. If $\delta(M, L)<1$, then $\operatorname{dim} M \leq \operatorname{dim} L$. If $\widehat{\delta}(M, L)<1$, then $\operatorname{dim} M=\operatorname{dim} L$.

Proof. The first statement is clear if $\operatorname{dim} L=\infty$. Suppose on the contrary that $\delta(M, L)<1, \operatorname{dim} L<\infty$ and $\operatorname{dim} M>\operatorname{dim} L$. Choose a subspace $M_{0} \subset M$ with $\operatorname{dim} M_{0}=\operatorname{dim} L+1$. By the previous lemma for the finite-dimensional space $M_{0}+L$, there exists $m \in M_{0} \subset M$ with $\|m\|=1=\operatorname{dist}\{m, L\}$, which is a contradiction with the assumption that $\delta(M, L)<1$.

The second statement follows from the first one.
Note that the dimension of a subspace is either finite or it is equal to $\infty$ (we do not distinguish different infinite cardinalities).

In most of the applications it is sufficient to replace the preceding result by the following statement which can be proved quite elementarily: if $L \subset X$, then there exists $\varepsilon>0$ such that $\delta(M, L)<\varepsilon \Rightarrow \operatorname{dim} M \leq \operatorname{dim} L$.

Complemented subspaces are also stable under small perturbations.
Theorem 11. Let $M$ be a complemented subspace of a Banach space $X$. Let $P \in$ $\mathcal{B}(X)$ be a projection with $\operatorname{Ran} P=M$ and let $M^{\prime} \subset X$ be a closed subspace satisfying $\widehat{\delta}\left(M, M^{\prime}\right)<\frac{1}{\|P\|+1}$. Then $M^{\prime}$ is also complemented.

More precisely, there exists a projection $Q \in \mathcal{B}(X)$ satisfying $\operatorname{Ran} Q=M^{\prime}$ and $\operatorname{Ker} Q=\operatorname{Ker} P$.

Proof. Write $L=\operatorname{Ker} P$. We show first that $M^{\prime} \cap L=\{0\}$.
Suppose on the contrary that $x \in M^{\prime} \cap L,\|x\|=1$. Then there exists $y \in M$ with $\|x-y\|<\frac{1}{\|P\|+1}$. Therefore $\|P y\|=\|y\| \geq\|x\|-\|x-y\| \geq 1-\frac{1}{\|P\|+1}=\frac{\|P\|}{\|P\|+1}$. On the other hand, $\|P y\|=\|P(y-x)\| \leq\|P\| \cdot\|y-x\|<\frac{\|P\|}{\|P\|+1}$, a contradiction. Hence $M^{\prime} \cap L=\{0\}$.

We show now that $M^{\prime}+L=X$. Let $x_{0} \in X,\left\|x_{0}\right\|=1$. Set $l_{0}=(I-P) x_{0}$. There exists $m_{0}^{\prime} \in M^{\prime}$ with $\left\|m_{0}^{\prime}-P x_{0}\right\|<\frac{\left\|P x_{0}\right\|}{\|P\|+1} \leq \frac{\|P\|}{\|P\|+1}$. Set $x_{1}=x_{0}-\left(m_{0}^{\prime}+l_{0}\right)$. Then $\left\|x_{1}\right\|=\left\|P x_{0}-m_{0}^{\prime}\right\| \leq \frac{\|P\|}{\|P\|+1}$. We have $\left\|l_{0}\right\| \leq\|P\|+1$ and $\left\|m_{0}^{\prime}\right\| \leq$ $\left\|P x_{0}\right\|+\left\|m_{0}^{\prime}-P x_{0}\right\| \leq\|P\|+\frac{\|P\|}{\|P\|+1}$.

By induction we can construct elements $m_{n}^{\prime} \in M^{\prime}, l_{n} \in L$ and $x_{n}:=x_{n-1}-$ $\left(m_{n-1}^{\prime}+l_{n-1}\right) \in X$ such that $\left\|x_{n}\right\| \leq\left(\frac{\|P\|}{\|P\|+1}\right)^{n^{n}}, l_{n}=(I-P) x_{n},\left\|l_{n}\right\| \leq(\|P\|+$ 1) $\left\|x_{n}\right\|$ and $\left\|m_{n}^{\prime}\right\| \leq\left(\|P\|+\frac{\|P\|}{\|P\|+1}\right) \cdot\left\|x_{n}\right\|$.

Set $m^{\prime}=\sum_{n=0}^{\infty} m_{n}$ and $l=\sum_{n=0}^{\infty} l_{n}$. Clearly these series are convergent, $m^{\prime} \in M^{\prime}$ and $l \in L$. Further $x_{0}=m^{\prime}+l$. Hence $M^{\prime} \oplus L=X$.

Lemma 12. Let $T, T^{\prime} \in \mathcal{B}(X, Y)$ and let $\operatorname{Ran} T$ be closed. Then:
(i) $\delta\left(\operatorname{Ker} T^{\prime}, \operatorname{Ker} T\right) \leq \gamma(T)^{-1}\left\|T-T^{\prime}\right\|$;
(ii) $\delta\left(\operatorname{Ran} T, \operatorname{Ran} T^{\prime}\right) \leq \gamma(T)^{-1}\left\|T-T^{\prime}\right\|$.

Proof. Let $s$ be a positive number, $s<\gamma(T)$.
(i) Let $x \in \operatorname{Ker} T^{\prime},\|x\|=1$. Then $\|T x\|=\left\|\left(T-T^{\prime}\right) x\right\| \leq\left\|T-T^{\prime}\right\|$. There exists $x_{1} \in X$ such that $T x_{1}=T x$ and $\left\|x_{1}\right\| \leq s^{-1}\|T x\| \leq s^{-1}\left\|T-T^{\prime}\right\|$. Since $x-x_{1} \in \operatorname{Ker} T$, we have

$$
\operatorname{dist}\{x, \operatorname{Ker} T\} \leq\left\|x-\left(x-x_{1}\right)\right\|=\left\|x_{1}\right\| \leq s^{-1}\left\|T-T^{\prime}\right\|
$$

and so $\delta\left(\operatorname{Ker} T^{\prime}, \operatorname{Ker} T\right) \leq s^{-1}\left\|T-T^{\prime}\right\|$.
Hence $\delta\left(\operatorname{Ker} T^{\prime}, \operatorname{Ker} T\right) \leq \gamma(T)^{-1}\left\|T-T^{\prime}\right\|$.
(ii) Let $y \in \operatorname{Ran} T,\|y\|=1$. Then there exists $x \in X$ such that $T x=y$ and $\|x\| \leq s^{-1}$. So

$$
\operatorname{dist}\left\{y, \operatorname{Ran} T^{\prime}\right\} \leq\left\|y-T^{\prime} x\right\|=\left\|\left(T-T^{\prime}\right) x\right\| \leq s^{-1}\left\|T-T^{\prime}\right\|
$$

and $\delta\left(\operatorname{Ran} T, \operatorname{Ran} T^{\prime}\right) \leq s^{-1}\left\|T-T^{\prime}\right\|$.
Hence $\delta\left(\operatorname{Ran} T, \operatorname{Ran} T^{\prime}\right) \leq \gamma(T)^{-1}\left\|T-T^{\prime}\right\|$.
Lemma 13. Let $T, T^{\prime} \in \mathcal{B}(X, Y)$ and $\delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)<1 / 2$. Then

$$
\gamma(T) \leq \frac{\left\|T-T^{\prime}\right\|+\gamma\left(T^{\prime}\right)}{1-2 \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)}
$$

Proof. If $T^{\prime}=0$, then the inequality is clear. If $T=0$, then the assumption $\delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)<1 / 2$ implies that $T^{\prime}=0$; so the inequality is also clear. Suppose that $T \neq 0, T^{\prime} \neq 0$. Let $\varepsilon$ be a positive number, $\varepsilon<1-2 \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)$. Find $x^{\prime} \in X \backslash \operatorname{Ker} T^{\prime}$ such that $\frac{\left\|T^{\prime} x^{\prime}\right\|}{\operatorname{dist}\left\{x^{\prime}, \operatorname{Ker} T^{\prime}\right\}} \leq(1+\varepsilon) \gamma\left(T^{\prime}\right)$. Find $x \in X$ such that $T^{\prime} x=T^{\prime} x^{\prime}$ and $\|x\| \leq(1+\varepsilon) \operatorname{dist}\left\{x^{\prime}, \operatorname{Ker} T^{\prime}\right\}=(1+\varepsilon) \operatorname{dist}\left\{x, \operatorname{Ker} T^{\prime}\right\}$. Obviously, $x \neq 0$. We have

$$
\left\|T^{\prime} x\right\| \leq(1+\varepsilon) \gamma\left(T^{\prime}\right) \operatorname{dist}\left\{x, \operatorname{Ker} T^{\prime}\right\} \leq(1+\varepsilon)\|x\| \gamma\left(T^{\prime}\right)
$$

Furthermore,

$$
\operatorname{dist}\{x, \operatorname{Ker} T\}=\inf \{\|x-u\|: u \in \operatorname{Ker} T,\|u\|<2\|x\|\}
$$

For every $u \in \operatorname{Ker} T$ with $\|u\|<2\|x\|$ there exists $z \in \operatorname{Ker} T^{\prime}$ such that

$$
\|u-z\| \leq 2\|x\| \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)
$$

Then $\|x-u\| \geq\|x-z\|-\|u-z\| \geq \operatorname{dist}\left\{x, \operatorname{Ker} T^{\prime}\right\}-2\|x\| \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)$. Thus $\operatorname{dist}\{x, \operatorname{Ker} T\} \geq \operatorname{dist}\left\{x, \operatorname{Ker} T^{\prime}\right\}-2\|x\| \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)$ and

$$
\begin{aligned}
\gamma(T) & \leq \frac{\|T x\|}{\operatorname{dist}\{x, \operatorname{Ker} T\}} \leq \frac{\left\|\left(T-T^{\prime}\right) x\right\|+\left\|T^{\prime} x\right\|}{\operatorname{dist}\left\{x, \operatorname{Ker} T^{\prime}\right\}-2\|x\| \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)} \\
& \leq \frac{\left\|T-T^{\prime}\right\| \cdot\|x\|+(1+\varepsilon)\|x\| \gamma\left(T^{\prime}\right)}{(1+\varepsilon)^{-1}\|x\|-2\|x\| \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)}=\frac{\left\|T-T^{\prime}\right\|+(1+\varepsilon) \gamma\left(T^{\prime}\right)}{(1+\varepsilon)^{-1}-2 \delta\left(\operatorname{Ker} T, \operatorname{Ker} T^{\prime}\right)} .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ gives the required inequality.
Theorem 14. Let $c \geq 0$. Then the set $\{T \in \mathcal{B}(X, Y): \gamma(T) \geq c\}$ is closed.
Proof. The statement is clear for $c=0$. Suppose that $c>0, \gamma\left(T_{n}\right) \geq c$ and $\left\|T-T_{n}\right\| \rightarrow 0$. We prove that $\gamma(T) \geq c$. By Theorem 3, it is sufficient to show that $\gamma\left(T^{*}\right) \geq c$.

Let $y^{*} \in Y^{*}$ and $0<\varepsilon<c$. For each $n$ find $y_{n}^{*} \in Y^{*}$ such that $T_{n}^{*} y_{n}^{*}=T_{n}^{*} y^{*}$ and $\left\|y_{n}^{*}\right\|<(c-\varepsilon)^{-1}\left\|T_{n}^{*} y^{*}\right\|$. Since closed balls in $Y^{*}$ are $w^{*}$-compact, there exists a $w^{*}$-accumulation point $u^{*}$ of the sequence $\left\{y_{n}^{*}\right\}$.

We show that $T^{*} u^{*}=T^{*} y^{*}$. Let $x \in X$. Then there exists a subsequence $\left(y_{n_{k}}^{*}\right)$ such that $\left\langle T x, y_{n_{k}}^{*}\right\rangle \rightarrow\left\langle T x, u^{*}\right\rangle$. We have

$$
\begin{aligned}
\left\langle x, T^{*} u^{*}\right\rangle & =\left\langle T x, u^{*}\right\rangle=\lim _{k \rightarrow \infty}\left\langle T x, y_{n_{k}}^{*}\right\rangle=\lim _{k \rightarrow \infty}\left\langle T_{n_{k}} x, y_{n_{k}}^{*}\right\rangle \\
& =\lim _{k \rightarrow \infty}\left\langle x, T_{n_{k}}^{*} y^{*}\right\rangle=\lim _{k \rightarrow \infty}\left\langle T_{n_{k}} x, y^{*}\right\rangle=\left\langle T x, y^{*}\right\rangle=\left\langle x, T^{*} y^{*}\right\rangle .
\end{aligned}
$$

Hence $T^{*} u^{*}=T^{*} y^{*}$ and

$$
\left\|u^{*}\right\| \leq \limsup _{n}\left\|y_{n}^{*}\right\| \leq(c-\varepsilon)^{-1}\left\|T^{*} y^{*}\right\| .
$$

Thus $\gamma\left(T^{*}\right) \geq c-\varepsilon$. Letting $\varepsilon \rightarrow 0$ gives $\gamma(T)=\gamma\left(T^{*}\right) \geq c$.
Corollary 15. The function $\gamma: \mathcal{B}(X, Y) \rightarrow\langle 0, \infty\rangle$ is upper semicontinuous.
Example 16. In general, the function $\gamma$ is not continuous. Let $T_{n}=\left(\begin{array}{cc}1 & 0 \\ 0 & 1 / n\end{array}\right)$ and $T=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. Then $\gamma\left(T_{n}\right)=1 / n, T_{n} \rightarrow T$ and $\gamma(T)=1$.

Theorem 17. Let $X, Y$ be Banach spaces, $T, T_{k} \in \mathcal{B}(X, Y) \quad(k=1,2, \ldots)$, suppose that $T$ has closed range and let $\lim _{k \rightarrow \infty}\left\|T_{k}-T\right\|=0$. Then the following statements are equivalent:
(i) $\gamma(T)=\lim _{k \rightarrow \infty} \gamma\left(T_{k}\right)$;
(ii) $\liminf _{k \rightarrow \infty} \gamma\left(T_{k}\right)>0$;
(iii) $\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right)=0$;
(iv) $\lim _{k \rightarrow \infty} \widehat{\delta}\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right)=0$;
(v) $\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right)=0$;
(vi) $\lim _{k \rightarrow \infty} \widehat{\delta}\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right)=0$.

Proof. We have $\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ker} T_{k}, \operatorname{Ker} T\right)=0$ and $\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ran} T, \operatorname{Ran} T_{k}\right)=0$ by Lemma 12. This means that (iii) $\Leftrightarrow$ (iv) and (v) $\Leftrightarrow$ (vi).

The implication (i) $\Rightarrow$ (ii) is clear.
(ii) $\Rightarrow$ (iii): There exists a positive constant $s$ such that $\gamma\left(T_{k}\right) \geq s$ for all $k$ large enough. By Lemma 12, we have $\delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right) \leq \gamma\left(T_{k}\right)^{-1}\left\|T_{k}-T\right\| \leq$ $s^{-1}\left\|T_{k}-T\right\|$, and so $\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right)=0$.
(iii) $\Rightarrow$ (i): For $k$ large enough we have $\delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right)<1 / 2$. By Lemma 13, $\gamma\left(T_{k}\right) \geq\left(1-2 \delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right)\right) \gamma(T)-\left\|T_{k}-T\right\|$, and so $\lim _{\inf }^{k \rightarrow \infty} ⿵ ⺆\left(T_{k}\right) \geq \gamma(T)>$ 0 . Since $\gamma(T) \geq \lim \sup _{k \rightarrow \infty} \gamma\left(T_{k}\right)$ by Corollary 15, we have $\gamma(T)=\lim _{k \rightarrow \infty} \gamma\left(T_{k}\right)$.
$(\mathrm{v}) \Leftrightarrow(\mathrm{i})$ : The following statements are equivalent:
$\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right)=0 ;$
$\lim _{k \rightarrow \infty} \delta\left((\operatorname{Ran} T)^{\perp},\left(\operatorname{Ran} T_{k}\right)^{\perp}\right)=0 ;$
$\lim _{k \rightarrow \infty} \delta\left(\operatorname{Ker} T^{*}, \operatorname{Ker} T_{k}^{*}\right)=0 ;$
$\lim _{k \rightarrow \infty} \gamma\left(T_{k}^{*}\right)=\gamma\left(T^{*}\right) ;$
$\lim _{k \rightarrow \infty} \gamma\left(T_{k}\right)=\gamma(T)$.
Corollary 18. Let $T, T_{k} \in \mathcal{B}(X) \quad(k=1,2, \ldots)$, let

$$
\left\|T_{k}-T\right\| \rightarrow 0 \quad \text { and } \quad \delta\left(\operatorname{Ker} T, \operatorname{Ker} T_{k}\right) \rightarrow 0
$$

Then $\gamma\left(T_{k}\right) \rightarrow \gamma(T)$.
Proof. If $\gamma(T)=0$, then the upper semicontinuity of $\gamma$ implies that $\gamma\left(T_{k}\right) \rightarrow \gamma(T)$.
If $\gamma(T)>0$, then Ran $T$ is closed and the statement follows from the previous theorem.

Corollary 19. Let $T, T_{k} \in \mathcal{B}(X, Y) \quad(k=1,2, \ldots), \lim _{k \rightarrow \infty}\left\|T_{k}-T\right\|=0$ and let $\lim \sup _{k \rightarrow \infty} \gamma\left(T_{k}\right)>0$. Suppose that $y \in Y$ and $y_{k} \in \operatorname{Ran} T_{k}$ such that $\lim _{k \rightarrow \infty} y_{k}=y$. Then $y \in \operatorname{Ran} T$.

Proof. Without loss of generality we can assume that $\inf _{k \rightarrow \infty} \gamma\left(T_{k}\right)>0$. By Corollary 15, we have $\gamma(T) \geq \lim _{k \rightarrow \infty} \gamma\left(T_{k}\right)>0$. Thus $\operatorname{Ran} T$ is closed and $\delta\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right) \rightarrow 0$. For every $k$ find a vector $y_{k}^{\prime} \in \operatorname{Ran} T$ such that $\left\|y_{k}-y_{k}^{\prime}\right\| \leq$ $\left\|y_{k}\right\| \cdot\left(\delta\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right)+k^{-1}\right)$. So

$$
\begin{aligned}
\operatorname{dist}\{y, \operatorname{Ran} T\} & \leq\left\|y-y_{k}^{\prime}\right\| \leq\left\|y-y_{k}\right\|+\left\|y_{k}-y_{k}^{\prime}\right\| \\
& \leq\left\|y-y_{k}\right\|+\left\|y_{k}\right\| \cdot\left(\delta\left(\operatorname{Ran} T_{k}, \operatorname{Ran} T\right)+k^{-1}\right) \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Since $\operatorname{Ran} T$ is closed, we have $y \in \operatorname{Ran} T$.

Corollary 20. Let $\varepsilon>0$. Then the function $T \mapsto \gamma(T)$ is continuous on the set $\{T \in \mathcal{B}(X, Y): \gamma(T) \geq \varepsilon\}$.

Definition 21. Let $M$ be a metric space, let $T: M \rightarrow \mathcal{B}(X, Y)$ be a norm-continuous function and let $w \in M$. We say that the function $T$ is regular at $w$ if the range of $T(w)$ is closed and the function $z \mapsto \gamma(T(z))$ is continuous at $w$. We say that $T$ is regular in $M$ if $T$ is regular at each point $w \in M$.

The following theorem is an easy consequence of Theorem 17.
Theorem 22. Let $M$ be a metric space, let $T: M \rightarrow \mathcal{B}(X, Y)$ be a norm-continuous function and let $w \in M$. Suppose that $\operatorname{Ran} T(w)$ is closed. Then the following statements are equivalent:
(i) $T$ is regular at $w$;
(ii) $\liminf _{z \rightarrow w} \gamma(T(z))>0$;
(iii) $\lim _{z \rightarrow w} \delta(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$;
(iv) $\lim _{z \rightarrow w} \widehat{\delta}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$;
(v) $\lim _{z \rightarrow w} \delta(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=0$;
(vi) $\lim _{z \rightarrow w} \widehat{\delta}(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=0$.

Corollary 23. A norm-continuous function $T: M \rightarrow \mathcal{B}(X, Y)$ is regular at $w \in M$ if and only if the function $z \in M \mapsto T(z)^{*} \in \mathcal{B}\left(Y^{*}, X^{*}\right)$ is regular at $w$. The set $\{w \in M: T$ is regular at $w\}$ is open.

Examples 24. (i) Let $T$ be an operator on a finite-dimensional Banach space $X$. Then

$$
\operatorname{Ker}(T-z)=\{0\} \Longleftrightarrow z \notin \sigma(T) \Longleftrightarrow \operatorname{Ran}(T-z)=X
$$

Thus the function $z \mapsto T-z$ is regular on the set $\mathbb{C} \backslash \sigma(T)$ and it is not regular at the points of spectrum.

For $\lambda \in \sigma(T)$ both $\operatorname{Ker}(T-z)$ and $\operatorname{Ran}(T-z)$ are discontinuous: $\operatorname{Ker}(T-\lambda)$ is "larger" than $\operatorname{Ker}(T-z)$ and $\operatorname{Ran}(T-\lambda)$ is "smaller" than $\operatorname{Ran}(T-z)$ for $z$ close to $\lambda$.

By Theorem 22, this is a general fact for norm-continuous functions with closed range: continuity of the range is equivalent to the continuity of the kernel.
(ii) Let $M$ be a metric space, let $T: M \rightarrow \mathcal{B}(X, Y)$ be a norm-continuous function, $w \in M$ and suppose that $T(w)$ is bounded below. Then $T(z)$ is bounded below in a certain neighbourhood $U$ of $w$, so $\operatorname{Ker} T(z)=\{0\}$ for $z \in U$ and $T$ is regular at $w$.
(iii) Similarly, if $T(w)$ is onto, then there is a neighbourhood $U$ of $w$ such that $T(z)$ is onto for $z \in U$. So $\operatorname{Ran} T(z)=Y$ for $z \in U$ and $T$ is regular at $w$.
(iv) Let $X, Y, Z$ be Banach spaces, let $T: M \rightarrow \mathcal{B}(X, Y)$ and $S: M \rightarrow$ $\mathcal{B}(Y, Z)$ be norm-continuous functions satisfying $S(z) T(z)=0$ for $z \in M$. Let
$w \in M$, and suppose that $\operatorname{Ker} S(w)=\operatorname{Ran} T(w)$ and $\operatorname{Ran} S(w)$ is closed. Then $\lim _{z \rightarrow w} \delta(\operatorname{Ran} T(w), \operatorname{Ran} T(z))=0$ and $\lim _{z \rightarrow w} \delta(\operatorname{Ker} S(z), \operatorname{Ker} S(w))=0$ by Lemma 12. Thus

$$
\delta(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=\delta(\operatorname{Ran} T(z), \operatorname{Ker} S(w)) \leq \delta(\operatorname{Ker} S(z), \operatorname{Ker} S(w)) \rightarrow 0
$$

Similarly, $\delta(\operatorname{Ker} S(w), \operatorname{Ker} S(z)) \leq \delta(\operatorname{Ran} T(w), \operatorname{Ran} T(z)) \rightarrow 0$. Hence $T$ and $S$ are regular at $w$.

In fact, (ii) and (iii) are particular cases of (iv) for either $X=0$ or $Z=0$.
If the function $T$ is not only continuous but also Lipschitz, then we have a better information about the behaviour of the function $z \mapsto \gamma(T(z))$.
Theorem 25. Let $M$ be a convex subset of a Banach space $Z$, let $k>0$ and let $T: M \rightarrow \mathcal{B}(X, Y)$ be a regular function satisfying $\|T(z)-T(w)\| \leq k \cdot \mid z-$ $w \mid \quad(z, w \in M)$. Then $|\gamma(T(z))-\gamma(T(w))| \leq 3 k \cdot|z-w|$ for all $z, w \in M$.
Proof. Fix $z, w \in M$ and $\varepsilon>0$. Let $S:\langle 0,1\rangle \rightarrow \mathcal{B}(X, Y)$ be defined by $S(t)=$ $T(z+t(w-z))$. So $S(0)=T(z), S(1)=T(w)$ and $\|S(t)-S(s)\| \leq k|t-s| \cdot\|z-w\|$.

We first prove that for every $t \in\langle 0,1\rangle$ there exists $\eta_{t}>0$ such that

$$
\gamma(S(t))-\gamma(S(s)) \leq(3+\varepsilon) k|t-s| \cdot\|z-w\| \quad\left(s \in U_{t}\right),
$$

where $U_{t}=\left\{s \in\langle 0,1\rangle:|s-t|<\eta_{t}\right\}$. To see this, take $\eta_{t}$ such that $\frac{\gamma(S(t))}{\gamma(S(s))}<$ $1+\varepsilon / 2 \quad\left(s \in U_{t}\right)$ and $\eta_{t}<\frac{1}{2 k\|z-w\|} \cdot \min \{\gamma(S(u)): u \in\langle 0,1\rangle\}$. For $s \in U_{t}$ we have

$$
\|S(t)-S(s)\|<\eta_{t} k\|z-w\|<\frac{1}{2} \min \{\gamma(S(u)): u \in\langle 0,1\rangle\}
$$

So, by Lemma $12, \delta(\operatorname{Ker} S(t), \operatorname{Ker} S(s))<1 / 2$. By Lemma 13 ,

$$
\gamma(S(t)) \leq \frac{\|S(t)-S(s)\|+\gamma(S(s))}{1-2 \delta(\operatorname{Ker} S(t), \operatorname{Ker} S(s))}
$$

and so

$$
\begin{aligned}
& \gamma(S(t))-\gamma(S(s)) \leq\|S(t)-S(s)\|+2 \gamma(S(t)) \delta(\operatorname{Ker} S(t), \operatorname{Ker} S(s)) \\
& \quad \leq\|S(t)-S(s)\|+2 \frac{\gamma(S(t))}{\gamma(S(s))} \cdot\|S(t)-S(s)\| \leq(3+\varepsilon)\|S(t)-S(s)\| \\
& \quad \leq(3+\varepsilon) k|t-s| \cdot\|z-w\|
\end{aligned}
$$

Let $t_{0}=\max \{s \in\langle 0,1\rangle: \gamma(S(0))-\gamma(S(s)) \leq(3+\varepsilon) k s\|z-w\|\}$. If $t_{0}<1$, then for $t_{1}$ with $t_{0}<t_{1}<t_{0}+\eta_{t_{0}}$ we have $\gamma(S(0))-\gamma\left(S\left(t_{1}\right)\right) \leq \gamma(S(0))-$ $\gamma\left(S\left(t_{0}\right)\right)+\gamma\left(S\left(t_{0}\right)\right)-\gamma\left(S\left(t_{1}\right)\right) \leq(3+\varepsilon) k t_{0}\|z-w\|+(3+\varepsilon) k\left(t_{1}-t_{0}\right)\|z-w\|=$ $(3+\varepsilon) k t_{1}\|z-w\|$, a contradiction with the maximality of $t_{0}$. Thus $t_{0}=1$ and $\gamma(T(z))-\gamma(T(w))=\gamma(S(0))-\gamma(S(1)) \leq(3+\varepsilon) k\|z-w\|$. Letting $\varepsilon \rightarrow 0$ gives $\gamma(T(z))-\gamma(T(w)) \leq 3 k\|z-w\|$.

The statement of the theorem now follows by symmetry.

## 11 Factorization of vector-valued functions

In this section we study in more details regular and analytic regular functions.
Theorem 1. Let $M$ be a metric space, let $T: M \rightarrow \mathcal{B}(X, Y)$ be a regular function and let $f: M \rightarrow Y$ be a continuous function satisfying $f(z) \in \operatorname{Ran} T(z) \quad(z \in$ $M)$. Let $\varepsilon>0$. Then there exists a continuous function $g: M \rightarrow X$ satisfying $T(z) g(z)=f(z)$ and $\|g(z)\| \leq\|f(z)\| \cdot \gamma(T(z))^{-1}+\varepsilon$ for all $z \in M$.

Moreover, if $w_{0} \in M$ and $x_{0} \in X$ satisfy $T\left(w_{0}\right) x_{0}=f\left(w_{0}\right)$ and $\left\|x_{0}\right\|<$ $\left\|f\left(w_{0}\right)\right\| \cdot \gamma\left(T\left(w_{0}\right)\right)^{-1}+\varepsilon$, then it is possible to choose $g: M \rightarrow X$ in such a way that $g\left(w_{0}\right)=x_{0}$.

Proof. Note that the function $z \mapsto \gamma(T(z))$ is continuous and positive in $M$.
We first prove an approximate version of the theorem.
Claim A. Let $T: M \rightarrow \mathcal{B}(X, Y)$ be regular, $f: M \rightarrow Y$ continuous, let $f(z) \in$ $\operatorname{Ran} T(z)$ for all $z \in M$, let $\varepsilon>0, w_{0} \in M, x_{0} \in X, T\left(w_{0}\right) x_{0}=f\left(w_{0}\right)$ and $\left\|x_{0}\right\|<$ $\left\|f\left(w_{0}\right)\right\| \cdot \gamma\left(T\left(w_{0}\right)\right)^{-1}+\varepsilon$. Then there exists a continuous function $h: M \rightarrow X$ such that $h\left(w_{0}\right)=x_{0},\|T(z) h(z)-f(z)\| \leq \varepsilon \cdot \gamma(T(z))$ and $\|h(z)\| \leq\|f(z)\| \cdot \gamma(T(z))^{-1}+\varepsilon$ for all $z \in M$.

Proof of Claim A. For every $w \in M$ find a vector $x_{w} \in X$ with $T(w) x_{w}=f(w)$ and $\left\|x_{w}\right\|<\|f(w)\| \gamma(T(w))^{-1}+\varepsilon$; for $w=w_{0}$ set $x_{w_{0}}=x_{0}$. Choose a neighbourhood $U_{w}$ of $w$ such that $\left\|T(z) x_{w}-f(z)\right\|<\varepsilon \cdot \gamma(T(z))$ and $\left\|x_{w}\right\|<\|f(z)\| \gamma(T(z))^{-1}+\varepsilon$ for all $z \in U_{w}$.

For $w \neq w_{0}$ we can also assume that $w_{0} \notin U_{w}$. Then $\left\{U_{w}: w \in M\right\}$ is an open cover of $M$.

Let $\left\{\varphi_{\alpha}\right\}$ be a partition of unity subordinate to this cover, i.e., $\varphi_{\alpha}: M \rightarrow$ $\langle 0,1\rangle$ are continuous functions, for each $\alpha$ there exists a point $w_{\alpha} \in M$ such that $\operatorname{supp} \varphi_{\alpha} \subset U_{w_{\alpha}}$, for each $z \in M$ there is a neighbourhood $V$ of $z$ such that $\operatorname{supp} \varphi_{\alpha} \cap V \neq \emptyset$ for only a finite number of $\alpha$ 's, and $\sum_{\alpha} \varphi_{\alpha}(z)=1 \quad(z \in M)$, see A.3.1.

Set $h(z)=\sum_{\alpha} \varphi_{\alpha}(z) x_{w_{\alpha}}$. The sum is well defined, the function $h(z): M \rightarrow$ $X$ is continuous and

$$
\begin{aligned}
& \|T(z) h(z)-f(z)\|=\left\|\sum_{\alpha: z \in \operatorname{supp} \varphi_{\alpha}} T(z) \varphi_{\alpha}(z) x_{w_{\alpha}}-f(z)\right\| \\
& =\left\|\sum_{\alpha: z \in \operatorname{supp} \varphi_{\alpha}} \varphi_{\alpha}(z)\left(T(z) x_{w_{\alpha}}-f(z)\right)\right\| \leq \sum_{\alpha} \varphi_{\alpha}(z) \cdot \varepsilon \cdot \gamma(T(z))=\varepsilon \cdot \gamma(T(z))
\end{aligned}
$$

for all $z \in M$.
Furthermore,

$$
h\left(w_{0}\right)=\sum_{w_{0} \in \operatorname{supp} \varphi_{\alpha}} \varphi_{\alpha}\left(w_{0}\right) x_{w_{\alpha}}=x_{0}
$$

and

$$
\begin{aligned}
\|h(z)\| & =\left\|\sum_{\alpha: z \in \operatorname{supp} \varphi_{\alpha}} \varphi_{\alpha}(z) x_{w_{\alpha}}\right\| \\
& \leq\left\|\sum_{z \in U_{x_{\alpha}}} \varphi_{\alpha}(z)\left(\|f(z)\| \gamma(T(z))^{-1}+\varepsilon\right)\right\|=\|f(z)\| \gamma(T(z))^{-1}+\varepsilon
\end{aligned}
$$

Proof of Theorem 1. Using A, we can find a continuous function $h_{1}: M \rightarrow X$ such that $\left\|T(z) h_{1}(z)-f(z)\right\| \leq \varepsilon / 3 \cdot \gamma(T(z)),\left\|h_{1}(z)\right\| \leq\|f(z)\| \cdot \gamma(T(z))^{-1}+\varepsilon / 3 \quad(z \in$ $M)$ and $h_{1}\left(w_{0}\right)=x_{0}$.

Set $f_{1}(z)=f(z)-T(z) h_{1}(z)$. So $f_{1}(z) \in \operatorname{Ran} T(z),\left\|f_{1}(z)\right\| \leq \gamma(T(z)) \cdot \varepsilon / 3$ for all $z \in M$, and $f_{1}\left(w_{0}\right)=0$. For $i=2,3, \ldots$ we construct inductively functions $h_{i}, f_{i}: M \rightarrow X$ such that $\left\|f_{i-1}(z)-T(z) h_{i}(z)\right\| \leq \varepsilon 3^{-i} \gamma(T(z))$,

$$
\left\|h_{i}(z)\right\| \leq\left\|f_{i-1}(z)\right\| \cdot \gamma(T(z))^{-1}+\frac{\varepsilon}{3^{i}}
$$

$h_{i}\left(w_{0}\right)=0$ and $f_{i}(z):=f_{i-1}(z)-T(z) h_{i}(z) \in \operatorname{Ran} T(z)$ for all $z \in M$. Thus $\left\|h_{i}(z)\right\| \leq 3^{-i+1} \varepsilon+3^{-i} \varepsilon$.

Set $g(z)=\sum_{i=1}^{\infty} h_{i}(z)$. The sum converges uniformly in $M$, and so $g$ : $M \rightarrow X$ is a continuous function. We have $g\left(w_{0}\right)=h_{1}\left(w_{0}\right)=x_{0}$,

$$
\begin{aligned}
\|g(z)\| & \leq \sum_{i=1}^{\infty}\left\|h_{i}(z)\right\| \leq\|f(z)\| \cdot \gamma(T(z))^{-1}+\frac{\varepsilon}{3}+\sum_{i=2}^{\infty}\left(\frac{\varepsilon}{3^{i-1}}+\frac{\varepsilon}{3^{i}}\right) \\
& =\|f(z)\| \cdot \gamma(T(z))^{-1}+\varepsilon
\end{aligned}
$$

and

$$
T(z) g(z)=\sum_{i=1}^{\infty} T(z) h_{i}(z)=f(z)-f_{1}(z)+\sum_{i=2}^{\infty}\left(f_{i-1}(z)-f_{i}(z)\right)=f(z)
$$

for all $z \in M$.
An alternative proof of Theorem 1 can be done using the Michael selection theorem, see A.4.5. In fact, the method of the present proof can be used to prove also the Michael selection theorem.

Lemma 2. Let $X, Y, Z$ be Banach spaces, let $T: X \rightarrow Y$ and $S: Y \rightarrow Z$ be operators satisfying $S T=0$. The following statements are equivalent:
(i) $\operatorname{Ran} T=\operatorname{Ker} S$ and $\operatorname{Ran} S$ is closed;
(ii) $\operatorname{Ran} S^{*}=\operatorname{Ker} T^{*}$ and $\operatorname{Ran} T^{*}$ is closed.

Proof. (i) $\Rightarrow$ (ii): It is clear that $\operatorname{Ran} T$ is closed, and so is $\operatorname{Ran} T^{*}$. We have $T^{*} S^{*}=0$, and so $\operatorname{Ran} S^{*} \subset \operatorname{Ker} T^{*}$.

Let $y^{*} \in \operatorname{Ker} T^{*}$. For all $x \in X$ we have $\left\langle T x, y^{*}\right\rangle=\left\langle x, T^{*} y^{*}\right\rangle=0$. Define a functional $z_{1}^{*} \in(\operatorname{Ran} S)^{*}$ by

$$
\left\langle S y, z_{1}^{*}\right\rangle=\left\langle y, y^{*}\right\rangle \quad(y \in Y) .
$$

If $S y=0$, then $y \in \operatorname{Ran} T$ and $\left\langle y, y^{*}\right\rangle=0$, so $z_{1}^{*}$ is well defined.
We show that $z_{1}^{*}$ is continuous. Let $0<s<\gamma(S)$ and $z \in \operatorname{Ran} S,\|z\|=1$. Then there exists $y \in Y$ with $\|y\| \leq s^{-1}$ and $S y=z$. We have

$$
\left|\left\langle z, z_{1}^{*}\right\rangle\right|=\left|\left\langle S y, z_{1}^{*}\right\rangle\right|=\left|\left\langle y, y^{*}\right\rangle\right| \leq\|y\| \cdot\left\|y^{*}\right\| \leq s^{-1}\left\|y^{*}\right\|
$$

Hence $z_{1}^{*}$ is continuous. By the Hahn-Banach theorem, we can extend $z_{1}^{*}$ to a functional $z^{*} \in Z^{*}$ with the same norm. Furthermore, for all $y \in Y$ we have $\left\langle y, S^{*} z^{*}\right\rangle=\left\langle S y, z^{*}\right\rangle=\left\langle y, y^{*}\right\rangle$, and so $y^{*}=S^{*} z^{*} \in \operatorname{Ran} S^{*}$. Hence $\operatorname{Ker} T^{*}=$ $\operatorname{Ran} S^{*}$.
(ii) $\Rightarrow$ (i): $\operatorname{Ran} S^{*}$ is closed, and so is $\operatorname{Ran} S$. Similarly, $\operatorname{Ran} T$ is closed. By the previous implication, $\operatorname{Ran} T^{* *}=\operatorname{Ker} S^{* *}$. Hence, by Corollary A.1.17,

$$
\operatorname{Ran} T=\operatorname{Ran} T^{* *} \cap Y=\operatorname{Ker} S^{* *} \cap Y=\operatorname{Ker} S
$$

The following lemma is useful in many situations:
Lemma 3. Let $X, Y, Z$ be Banach spaces, let $T: X \rightarrow Y$ and $S: Y \rightarrow Z$ be operators satisfying $\operatorname{Ran} T=\operatorname{Ker} S$ and let $\operatorname{Ran} S$ be closed. Let $0<c<1$. Then there exists $\varepsilon>0$ such $\operatorname{Ran} T^{\prime}=\operatorname{Ker} S^{\prime}, \gamma\left(T^{\prime}\right)>c \cdot \gamma(T)$ and $\gamma\left(S^{\prime}\right)>c \cdot \gamma(S)$ for all pairs of operators $T^{\prime}: X \rightarrow Y$ and $S^{\prime}: Y \rightarrow Z$ satisfying $\left\|T^{\prime}-T\right\|<\varepsilon$, $\left\|S^{\prime}-S\right\|<\varepsilon$ and $S^{\prime} T^{\prime}=0$.

Proof. Consider the metric space

$$
\Lambda=\left\{\left(T^{\prime}, S^{\prime}\right): T^{\prime} \in \mathcal{B}(X, Y), S^{\prime} \in \mathcal{B}(Y, Z), S^{\prime} T^{\prime}=0\right\}
$$

with the metric $\operatorname{dist}\left\{\left(T^{\prime}, S\right),\left(T^{\prime \prime}, S^{\prime \prime}\right)\right\}=\max \left\{\left\|T^{\prime}-T^{\prime \prime}\right\|,\left\|S^{\prime}-S^{\prime \prime}\right\|\right\}$. Let $Q_{1}$ : $\Lambda \rightarrow \mathcal{B}(X, Y), Q_{2}: \Lambda \rightarrow \mathcal{B}(Y, Z)$ be defined by $Q_{1}\left(T^{\prime}, S^{\prime}\right)=T^{\prime}, Q_{2}\left(T^{\prime}, S^{\prime}\right)=S^{\prime}$.

By Example 10.24 (iv), the functions $Q_{1}, Q_{2}$ are regular at $(T, S)$, and so they are regular in a certain neighbourhood of $(T, S)$. In particular, there is a positive $\varepsilon^{\prime}$ such that $\left(T^{\prime}, S^{\prime}\right) \in \Lambda,\left\|T^{\prime}-T\right\|<\varepsilon^{\prime}$ and $\left\|S^{\prime}-S\right\|<\varepsilon^{\prime}$ implies that $\gamma\left(T^{\prime}\right)>c \cdot \gamma(T)$ and $\gamma\left(S^{\prime}\right)>c \cdot \gamma(S)$.

Let $\varepsilon=\min \left\{\varepsilon^{\prime}, \frac{1}{3} \gamma(T), \frac{1}{3} \gamma(S)\right\},\left\|T^{\prime}-T\right\|<\varepsilon$ and $\left\|S^{\prime}-S\right\|<\varepsilon$. By Lemma 10.12, we have $\delta\left(\operatorname{Ker} S^{\prime}, \operatorname{Ker} S\right)<1 / 3$ and $\delta\left(\operatorname{Ran} T, \operatorname{Ran} T^{\prime}\right)<1 / 3$. Furthermore,
$\delta\left(\operatorname{Ker} S^{\prime}, \operatorname{Ran} T^{\prime}\right)$
$\leq \delta\left(\operatorname{Ker} S^{\prime}, \operatorname{Ker} S\right)+\delta\left(\operatorname{Ker} S, \operatorname{Ran} T^{\prime}\right)+\delta\left(\operatorname{Ker} S^{\prime}, \operatorname{Ker} S\right) \cdot \delta\left(\operatorname{Ker} S, \operatorname{Ran} T^{\prime}\right)$
$\leq 1 / 3+4 / 3 \delta\left(\operatorname{Ker} S, \operatorname{Ran} T^{\prime}\right)=1 / 3+4 / 3 \delta\left(\operatorname{Ran} T, \operatorname{Ran} T^{\prime}\right)<1$.
Since $\operatorname{Ran} T^{\prime} \subset \operatorname{Ker} S^{\prime}$, we conclude that $\operatorname{Ran} T^{\prime}=\operatorname{Ker} S^{\prime}$.

Theorem 4. Let $M$ be a metric space, let $T: M \rightarrow \mathcal{B}(X, Y)$ be a continuous function such that $\operatorname{Ran} T(z)$ is closed for all $z \in M$. The following statements are equivalent:
(i) $T$ is regular in $M$;
(ii) there exist a Banach space $Z$ and a continuous function $S: M \rightarrow \mathcal{B}(Z, X)$ such that $\operatorname{Ran} S(z)=\operatorname{Ker} T(z) \quad(z \in M)$;
(iii) there exist a Banach space $Z^{\prime}$ and a continuous function $V: M \rightarrow \mathcal{B}\left(Y, Z^{\prime}\right)$ such that $\operatorname{Ran} T(z)=\operatorname{Ker} V(z)$ and $\operatorname{Ran} V(z)$ is closed for all $z \in M$.
Proof. By Example 10.24 (iv), either (ii) or (iii) implies (i).
(i) $\Rightarrow$ (ii): Let $\left(g_{\alpha}\right)_{\alpha \in \Lambda}$ be the set of all continuous functions $g_{\alpha}: M \rightarrow X$ such that $T(z) g_{\alpha}(z)=0$ and $\left\|g_{\alpha}(z)\right\| \leq 1 \quad(z \in M)$. By Theorem 1, for all $w \in M$ and $x \in \operatorname{Ker} T(w)$ with $\|x\|<1$ there exists $\alpha \in \Lambda$ with $g_{\alpha}(w)=x$.

Let $Z$ be the $\ell^{1}$ space over the set $\Lambda$, i.e., $Z$ is the set of all functions $c: \Lambda \rightarrow \mathbb{C}$ with $\|c\|=\sum_{\alpha \in \Lambda}|c(\alpha)|<\infty$ and define $S(z): Z \rightarrow X$ by $S(z)(c)=\sum_{\alpha \in \Lambda} c(\alpha)$. $g_{\alpha}(z) \quad(z \in M)$. It is clear that

$$
\|S(z) c\| \leq \sum_{\alpha \in \Lambda}|c(\alpha)| \cdot\left\|g_{\alpha}(z)\right\| \leq \sum_{\alpha \in \Lambda}|c(\alpha)|=\|c\|
$$

and so $\|S(z)\| \leq 1$. Further, $\operatorname{Ran} S(z)=\operatorname{Ker} T(z)$ for all $z \in M$.
(i) $\Rightarrow$ (iii): The function $T^{*}: M \rightarrow \mathcal{B}\left(Y^{*}, X^{*}\right)$ defined by $T^{*}(z)=(T(z))^{*}$ is regular in $M$, and so, by (ii), there exist a Banach space $Z$ and a continuous function $S: M \rightarrow \mathcal{B}\left(Z, Y^{*}\right)$ such that $\operatorname{Ran} S(z)=\operatorname{Ker} T^{*}(z) \quad(z \in M)$. By Lemma 2, $\operatorname{Ran}(T(z))^{* *}=\operatorname{Ker}(S(z))^{*} \quad(z \in M)$. Let $V: M \rightarrow \mathcal{B}\left(Y, Z^{*}\right)$ be the restriction $V(z)=(S(z))^{*} \mid Y$. By Corollary A.1.17,

$$
\operatorname{Ran} T(z)=Y \cap \operatorname{Ran}(T(z))^{* *}=Y \cap \operatorname{Ker}(S(z))^{*}=\operatorname{Ker} V(z) \quad(z \in M)
$$

It remains to show that $\operatorname{Ran} V(z)$ is closed.
Fix $z \in M$. Write $E=Y /{ }^{\perp} \operatorname{Ran} S(z)$ and let $Q: Y \rightarrow E$ be the canonical projection. By A.1.11, $E^{*}$ is isometrically isomorphic to $\left({ }^{\perp} \operatorname{Ran} S(z)\right)^{\perp}=\operatorname{Ran} S(z)$, since $\operatorname{Ran} S(z)=\operatorname{Ker} T(z)^{*}$, and therefore it is $w^{*}$-closed. Furthermore, $Q^{*}$ is an isometrical embedding of $E^{*}$ into $Y^{*}$. Thus we can write $S(z)=Q^{*} S_{0}$ for the operator $S_{0}: Z \rightarrow E^{*}$ induced by $S(z)$. It is clear that $S_{0}$ is onto. Consequently, $S(z)^{*}: Y^{* *} \rightarrow Z^{*}$ can be written as $S(z)^{*}=S_{0}^{*} Q^{* *}$. Then we have $\operatorname{Ran} V(z)=S_{0}^{*} Q^{* *} Y=S_{0}^{*} Q Y=S_{0}^{*} E$. Since $S_{0}^{*}$ is bounded below, we conclude that $\operatorname{Ran} V(z)$ is closed.

In the following we study analytic regular functions.
For $w=\left(w_{1}, \ldots, w_{n}\right) \in \mathbb{C}^{n}$ and $r>0$ we write

$$
\Delta(w, r)=\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}:\left|z_{i}-w_{i}\right|<r \quad(i=1, \ldots, n\}\right.
$$

and

$$
\bar{\Delta}(w, r)=\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}:\left|z_{i}-w_{i}\right| \leq r \quad(i=1, \ldots, n\}\right.
$$

For simplicity we start with functions of one variable.
Theorem 5. Let $G$ be an open subset of $\mathbb{C}$, let $T: G \rightarrow \mathcal{B}(X, Y)$ and $f: G \rightarrow Y$ be analytic functions, let $w, w_{k} \in G \quad(k=1,2 \ldots), \lim _{k \rightarrow \infty} w_{k}=w, \limsup _{k \rightarrow \infty} \gamma\left(T\left(w_{k}\right)\right)>$ 0 and $f\left(w_{k}\right) \in \operatorname{Ran} T\left(w_{k}\right) \quad(k=1,2, \ldots)$. Then there exist a neighbourhood $U$ of $w$ and an analytic function $g: U \rightarrow X$ such that $T(z) g(z)=f(z) \quad(z \in U)$.

More precisely, if $r$ and $s$ are positive numbers such that $\bar{\Delta}(w, r) \subset G, s<$ $\min \{1, \gamma(T(w))\}$ and $M=\max _{z \in \overline{\bar{\Delta}}(w, r)} \max \{1,\|T(z)\|,\|f(z)\|\}$, then we can take $U=$ $\Delta\left(w, r^{\prime}\right)$ where $r^{\prime}=\frac{r s}{2 M}$. If $x \in X$ satisfies $T(w) x=f(w)$, then there exists an analytic function $g: U \rightarrow X$ such that $g(w)=x, T(z) g(z)=f(z)$ and $\|g(z)-x\| \leq$ $\frac{|z-w|}{r^{\prime}-|z-w|} \max \{1,\|x\|\}$ for all $z \in U$.

Proof. Without loss of generality we can assume that $w=0$. Then $\gamma(T(0)) \geq$ $\lim \sup _{k \rightarrow \infty} \gamma\left(T\left(w_{k}\right)\right)>0$.

Let $r, s, M$ and $x$ satisfy the conditions of the theorem. Let $T(z)=\sum_{i=0}^{\infty} T_{i} z^{i}$ and $f(z)=\sum_{i=0}^{\infty} f_{i} z^{i}$ be the Taylor expansions of $T$ and $f$ about 0 . Then $\left\|T_{i}\right\| \leq \frac{M}{r^{i}}$ and $\left\|f_{i}\right\| \leq \frac{M}{r^{i}} \quad(i=0,1, \ldots)$. Set $r^{\prime}=\frac{r s}{2 M}$ and $U=\Delta\left(0, r^{\prime}\right)$.

To find the required analytic function $g: U \rightarrow X$, it is sufficient to construct its coefficients $g_{i} \in X \quad(i=0,1, \ldots)$ such that $g_{0}=x$,

$$
\begin{equation*}
f_{m}=\sum_{i=0}^{m} T_{m-i} g_{i} \tag{1}
\end{equation*}
$$

and $\left\|g_{i}\right\| \leq r^{\prime-i} \max \{1,\|x\|\}$ for all $i \geq 0$. Indeed, if $g_{i} \quad(i=0,1, \ldots)$ satisfy (1), then $g(z)=\sum_{i=0}^{\infty} g_{i} z^{i}$ is convergent in $U, g(0)=x, T(z) g(z)=f(z)$ and

$$
\|g(z)-x\|=\left\|\sum_{i=1}^{\infty} g_{i} z^{i}\right\| \leq \sum_{i=1}^{\infty}\left\|g_{i}\right\| \cdot|z|^{i} \leq \frac{|z|}{r^{\prime}-|z|} \max \{1,\|x\|\}
$$

We construct the vectors $g_{i} \in X \quad(i=0,1, \ldots)$ satisfying (1) inductively. Suppose that we have already found elements $g_{0}=x, g_{1}, \ldots, g_{m-1} \in X$ with properties (1). For $k$ large enough we have $\left|w_{k}\right|<r^{\prime} \leq r$. Set

$$
y_{k}=f\left(w_{k}\right)-\sum_{i=0}^{m-1} w_{k}^{i} T\left(w_{k}\right) g_{i} \in \operatorname{Ran} T\left(w_{k}\right)
$$

and

$$
y_{k}^{\prime}=\sum_{j=0}^{m} f_{j} w_{k}^{j}-\sum_{i=0}^{m-1} w_{k}^{i} \sum_{l=0}^{m-i} w_{k}^{l} T_{l} g_{i}
$$

Clearly, $y_{k}^{\prime}$ is an approximation of $y_{k}$ and

$$
\begin{aligned}
\left\|y_{k}-y_{k}^{\prime}\right\| & =\left\|\sum_{j=m+1}^{\infty} f_{j} w_{k}^{j}-\sum_{i=0}^{m-1} w_{k}^{i}\left(\sum_{l=m-i+1}^{\infty} w_{k}^{l} T_{l}\right) g_{i}\right\| \\
& \leq \sum_{j=m+1}^{\infty} \frac{M}{r^{j}}\left|w_{k}^{j}\right|+\sum_{i=0}^{m-1} \sum_{l=m-i+1}^{\infty}\left|w_{k}\right|^{i+l}\left\|g_{i}\right\| \cdot \frac{M}{r^{l}} \leq c \cdot\left|w_{k}^{m+1}\right|
\end{aligned}
$$

where $c$ is a constant independent of $k$.
Set $u=f_{m}-\sum_{j=0}^{m-1} T_{m-j} g_{j}$. Using the induction assumption, we have

$$
w_{k}^{m} u=w_{k}^{m}\left(f_{m}-\sum_{j=0}^{m-1} T_{m-j} g_{j}\right)+\sum_{i=0}^{m-1} w_{k}^{i}\left(f_{i}-\sum_{j=0}^{i} T_{i-j} g_{j}\right)=y_{k}^{\prime}
$$

Furthermore, $\frac{y_{k}}{w_{k}^{m}} \in \operatorname{Ran} T\left(w_{k}\right)$ and

$$
\lim _{k \rightarrow \infty} \frac{y_{k}}{w_{k}^{m}}=\lim _{k \rightarrow \infty} \frac{y_{k}-y_{k}^{\prime}}{w_{k}^{m}}+\lim _{k \rightarrow \infty} \frac{y_{k}^{\prime}}{w_{k}^{m}}=u
$$

By Corollary 10.19, $u \in \operatorname{Ran} T(0)$. Thus there exists a vector $g_{m} \in X$ with $T(0) g_{m}=u=f_{m}-\sum_{j=0}^{m-1} T_{m-j} g_{j}$ and

$$
\begin{aligned}
\left\|g_{m}\right\| & \leq s^{-1}\|u\| \leq s^{-1}\left(\frac{M}{r^{m}}+\sum_{j=0}^{m-1} \frac{M}{r^{m-j}} \frac{1}{r^{\prime j}} \max \{1,\|x\|\}\right) \\
& \leq \max \{1,\|x\|\} \cdot \frac{M}{s}\left(\frac{1}{r^{m}}+\sum_{j=0}^{m-1} \frac{2^{j} M^{j}}{r^{m-j} r^{j} s^{j}}\right) \\
& \leq \max \{1,\|x\|\} \cdot \frac{M^{m}}{r^{m} s^{m}}\left(1+\sum_{j=0}^{m-1} 2^{j}\right)=r^{\prime-m} \cdot \max \{1,\|x\|\}
\end{aligned}
$$

This finishes the induction step and also the proof.
Corollary 6. Let $G$ be an open subset of $\mathbb{C}, w \in G$ and let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function. Then:
(i) the limit $\lim _{z \rightarrow w} \gamma(T(z))$ exists;
(ii) $T$ is regular at $w$ if and only if $\lim _{z \rightarrow w} \gamma(T(z))>0$.

Proof. Both statements are trivial if $\limsup _{z \rightarrow w} \gamma(T(z))=0$.
If $\lim \sup \gamma(T(z))>0$, then there exists a sequence $\left(w_{k}\right)$ converging to $w$ such that $\limsup _{k} \gamma\left(T\left(w_{k}\right)\right)>0$. Thus $\gamma(T(w))>0$.

We show that $T$ is regular at $w$. Let $f: G \rightarrow Y$ be identically equal to 0 and let $U$ be the neighbourhood of $w$ constructed in the previous theorem. For $x \in \operatorname{Ker} T(w),\|x\|=1$ we can find an analytic function $g: U \rightarrow X$ such that $g(w)=x, T(z) g(z)=0 \quad(z \in U)$ and $\|g(z)-x\|=\|g(z)-g(w)\| \leq c(z) \cdot|z-w|$, where $c(z)$ is a constant independent of $x$ and $\lim \sup _{z \rightarrow w} c(z)<\infty$. Since $g(z) \in$ $\operatorname{Ker} T(z)$, we have $\operatorname{dist}\{x, \operatorname{Ker} T(z)\} \leq c(z)|z-w|$, and so

$$
\lim _{z \rightarrow w} \delta(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0
$$

Hence $T$ is regular at $w$ and $\lim _{z \rightarrow w} \gamma(T(z))=\gamma(T(w))$.
Corollary 7. Let $G$ be an open subset of $\mathbb{C}$ and let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function. Then the set of all $w \in G$ such that $\operatorname{Ran} T(w)$ is closed and $T$ is not regular at $w$ is at most countable.

Proof. For $k=1,2, \ldots$ denote by $M_{k}$ the set of all $w \in G$ such that $\gamma(T(w)) \geq 1 / k$ and $T$ is not regular at $w$. The previous theorem implies that every $w \in M_{k}$ is an isolated point of $M_{k}$, so the set $M_{k}$ is at most countable. The same is clearly true for the union $\bigcup_{k=1}^{\infty} M_{k}$.

Corollary 8. Let $G$ be an open connected subset of $\mathbb{C}$, let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function regular in $G$ and let $f: G \rightarrow Y$ be an analytic function. Let $w, w_{k} \in G \quad(k=1,2, \ldots), \lim _{k \rightarrow \infty} w_{k}=w$ and $f\left(w_{k}\right) \in \operatorname{Ran} T\left(w_{k}\right)$ for all $k \in \mathbb{N}$. Then $f(z) \in \operatorname{Ran} T(z)$ for all $z \in G$.

Proof. Let $u \in G$. Connect $w$ and $u$ by a continuous curve $\psi:\langle 0,1\rangle \rightarrow G$ such that $\psi(0)=w$ and $\psi(1)=u$. Since $z \mapsto \gamma(T(z))$ is a continuous positive function in $G$, it is bounded below on the curve $\{\psi(t): 0 \leq t \leq 1\}$.

Let $M=\{t \in\langle 0,1\rangle: f(\psi(t)) \in \operatorname{Ran} T(\psi(t))$ for all $s, 0 \leq s \leq t\}$ and $t_{0}=\sup \{t: t \in M\}$. Theorem 5 implies that $t_{0}>0$ and also, using a standard argument, one can see that $t_{0}=1$. Thus $f(u) \in \operatorname{Ran} T(u)$.

Similar results can be proved for analytic functions of $n$ variables.
Theorem 9. Let $G$ be an open subset of $C^{n}, w \in G$, let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function. Suppose that $T$ satisfies the following condition: if $w_{k} \in G$, $w_{k} \rightarrow w, y_{k} \in \operatorname{Ran} T\left(w_{k}\right)$ and $y_{k} \rightarrow y$, then $y \in \operatorname{Ran} T(w)$ (in particular, this condition is satisfied if $T$ is regular at $w$ ).

Let $f: G \rightarrow Y$ be an analytic function satisfying $f(z) \in \operatorname{Ran} T(z) \quad(z \in$ $G)$. Then there exists a neighbourhood $U$ of $w$ such that, for each $x \in X$ with $T(w) x=f(w)$, there exists an analytic function $g: U \rightarrow X$ satisfying $T(z) g(z)=$ $f(z) \quad(z \in U)$ and $g(w)=x$.

Proof. The argument is similar to the proof of Theorem 5. We can assume that $w=0$.

Considering the constant sequence $w_{k}=0$ gives that $\operatorname{Ran} T(0)$ is closed. Let $r, s$ and $M$ satisfy $\bar{\Delta}(0, r) \subset G, r \leq 1,0<s<\min \{1, \gamma(T(0))\}$ and $M=$ $\max _{z \in \bar{\Delta}(0, r)} \max \{1,\|T(z)\|,\|f(z)\|\}$. Set $U=\Delta\left(0, \frac{r s}{4 M n}\right)$.

For $z \in \Delta(0, r)$ we can express $T(z)$ and $f(z)$ as power series $T(z)=$ $\sum_{\alpha \in \mathbb{Z}_{+}^{n}} T_{\alpha} z^{\alpha}$ and $f(z)=\sum_{\alpha \in \mathbb{Z}_{+}} f_{\alpha} z^{\alpha}$, where $f_{\alpha} \in Y, T_{\alpha} \in \mathcal{B}(X, Y),\left\|f_{\alpha}\right\| \leq \frac{M}{r^{\alpha}}$ and $\left\|T_{\alpha}\right\| \leq \frac{M}{r^{|\alpha|}}$ for all $\alpha \in \mathbb{Z}_{+}^{n}$.

We define a new order $\prec$ on $\mathbb{Z}_{+}^{n}$. If $\beta, \gamma \in \mathbb{Z}_{+}^{n}$, then write $\beta \prec \gamma$ if either $|\beta|<|\gamma|$, or $|\beta|=|\gamma|$ and there exists $j, 1 \leq j \leq n$ such that $\beta_{i}=\gamma_{i} \quad(1 \leq i<j)$ and $\beta_{j}<\gamma_{j}$ (i.e., $\prec$ is the lexicographic order on each set $\left\{\alpha \in \mathbb{Z}_{+}^{n},|\alpha|=\right.$ const $\}$ ).

Let $x \in X$ satisfy $T(0) x=f(0)$.
Let $g_{0}=x$. We construct inductively (with respect to the order $\prec$ ) points $g_{\alpha} \in X \quad\left(\alpha \in \mathbb{Z}_{+}^{n}\right)$ such that

$$
\begin{equation*}
f_{\alpha}=\sum_{\beta \leq \alpha} T_{\alpha-\beta} g_{\beta} \tag{2}
\end{equation*}
$$

and $\left\|g_{\alpha}\right\| \leq\left(\frac{4 M n}{r s}\right)^{|\alpha|} \max \{1,\|x\|\}$.
Let $\alpha \in \mathbb{Z}_{+}^{n},|\alpha|=m \geq 1$ and suppose that we have already found points $g_{\alpha^{\prime}} \in X \quad\left(\alpha^{\prime} \prec \alpha\right)$ satisfying (2).

For $\varepsilon>0$ set $w_{\varepsilon}=\left(\varepsilon^{1+\frac{1}{m+1}}, \varepsilon^{1+\frac{1}{(m+1)^{2}}}, \ldots, \varepsilon^{1+\frac{1}{(m+1)^{n}}}\right)$. It is clear that $w_{\varepsilon} \in$ $G$ for all $\varepsilon$ small enough. Set $y_{\varepsilon}=f\left(w_{\varepsilon}\right)-\sum_{\gamma \prec \alpha} w_{\varepsilon}^{\gamma} T\left(w_{\varepsilon}\right) g_{\gamma}$ and let $y_{\varepsilon}^{\prime}$ be its approximation

$$
y_{\varepsilon}^{\prime}=\sum_{|\beta| \leq m} f_{\beta} w_{\varepsilon}^{\beta}-\sum_{\gamma \prec \alpha} w_{\varepsilon}^{\gamma} \sum_{|\delta| \leq m-|\gamma|} w_{\varepsilon}^{\delta} T_{\delta} g_{\gamma} .
$$

Obviously, $y_{\varepsilon} \in \operatorname{Ran} T\left(w_{\varepsilon}\right)$.
We have $\operatorname{card}\left\{\beta \in \mathbb{Z}_{+}^{n}:|\beta|=j\right\}=\binom{n+j-1}{j}$. For $j \geq n$ we have $\binom{n+j-1}{j} \leq$ $\binom{2 j}{j} \leq 2^{2 j}=4^{j}$. For $2 \leq j<n$ we have $\binom{n+j-1}{j} \leq(n+j-1)^{j} \leq(2 n)^{j}$. Thus $\operatorname{card}\left\{\beta \in \mathbb{Z}_{+}^{n}:|\beta|=j\right\} \leq(2 n)^{j}$ for all $j$.

For all $\varepsilon$ small enough we have

$$
\begin{aligned}
\left\|y_{\varepsilon}-y_{\varepsilon}^{\prime}\right\| & =\left\|\sum_{|\beta| \geq m+1} f_{\beta} w_{\varepsilon}^{\beta}-\sum_{\gamma \prec \alpha|\delta| \geq m-|\gamma|+1} \sum_{\varepsilon} w^{\delta+\gamma} T_{\delta} g_{\gamma}\right\| \\
& \leq \sum_{|\beta| \geq m+1} \frac{M}{r^{|\beta|}} \varepsilon^{|\beta|}+\sum_{\gamma \prec \alpha} \sum_{|\delta| \geq m-|\gamma|+1} \varepsilon^{|\delta+\gamma|} \frac{M}{r^{|\delta|}} \cdot\left\|g_{\gamma}\right\| \\
& \leq \sum_{k=m+1}^{\infty} M r^{-k} \varepsilon^{k}(2 n)^{k}+\sum_{\gamma \prec \alpha} \sum_{k=m-|\gamma|+1}^{\infty} \varepsilon^{|\gamma|+k} M r^{-k}(2 n)^{k}\left\|g_{\gamma}\right\| \\
& \leq c \cdot \varepsilon^{m+1},
\end{aligned}
$$

where $c$ is a constant independent of $\varepsilon$.

Set $u=f_{\alpha}-\sum_{\substack{\gamma \leq \alpha \\ \gamma \neq \alpha}} T_{\alpha-\gamma} g_{\gamma}$.
Using the induction assumption we have

$$
y_{\varepsilon}^{\prime}=\sum_{|\beta| \leq m} w_{\varepsilon}^{\beta}\left(f_{\beta}-\sum_{\substack{\gamma \leq \beta \\ \gamma \prec \alpha}} T_{\beta-\gamma} g_{\gamma}\right)=w_{\varepsilon}^{\alpha} u+\sum_{\substack{|\beta|=m \\ \beta \succ \alpha}} w_{\varepsilon}^{\beta}\left(f_{\beta}-\sum_{\substack{\gamma \leq \beta \\ \gamma \prec \alpha}} T_{\beta-\gamma} g_{\gamma}\right) .
$$

If $|\beta|=m=|\alpha|, \beta \succ \alpha$, then there exists $j \leq n-1$ such that $\beta_{j}>\alpha_{j}$ and $\beta_{i}=\alpha_{i} \quad(i=1, \ldots, j-1)$. So

$$
\left|\frac{w_{\varepsilon}^{\beta}}{w_{\varepsilon}^{\alpha}}\right|=\varepsilon^{\frac{\beta_{j}-\alpha_{j}}{(m+1)^{j}}} \cdot \varepsilon^{\sum_{i=j+1}^{n} \frac{\beta_{i}-\alpha_{i}}{(m+1)^{2}}} \leq \varepsilon^{\frac{1}{(m+1)^{j}}-\frac{m}{(m+1)^{j+1}}} \leq \varepsilon^{\frac{1}{(m+1)^{j+1}}} \leq \varepsilon^{b}
$$

where $b=(m+1)^{-n}$. Similarly,

$$
\left|\frac{\varepsilon^{m+1}}{w_{\varepsilon}^{\alpha}}\right|=\varepsilon^{1-\sum_{i=1}^{n} \frac{\alpha_{i}}{(m+1)^{i}}} \leq \varepsilon^{\frac{1}{m+1}} \leq \varepsilon^{b}
$$

So

$$
\begin{aligned}
\left\|\frac{y_{\varepsilon}}{w_{\varepsilon}^{\alpha}}-u\right\| & \leq\left\|\frac{y_{\varepsilon}-y_{\varepsilon}^{\prime}}{w_{\varepsilon}^{\alpha}}\right\|+\left\|\frac{y_{\varepsilon}^{\prime}}{w_{\varepsilon}^{\alpha}}-u\right\| \\
& \leq c \cdot \varepsilon^{b}+\sum_{\substack{|\beta|=m \\
\beta \succ \alpha}} \frac{w_{\varepsilon}^{\beta}}{w_{\varepsilon}^{\alpha}}\left\|f_{\beta}-\sum_{\substack{\gamma \leq \beta \\
\gamma \prec \alpha}} T_{\beta-\gamma} g_{\gamma}\right\| \leq c^{\prime} \varepsilon^{b}
\end{aligned}
$$

where $c^{\prime}$ is a constant independent of $\varepsilon$.
Since $\frac{y_{\varepsilon}}{w_{\varepsilon}^{\alpha}} \in \operatorname{Ran} T\left(w_{\varepsilon}\right)$ and $\lim _{\varepsilon \rightarrow 0_{+}} \frac{y_{\varepsilon}}{w_{\varepsilon}^{\alpha}}=u$, we conclude that $u \in \operatorname{Ran} T(0)$.
Thus there exists $g_{\alpha} \in X$ such that $T_{0} g_{\alpha}=u=f_{\alpha}-\sum_{\substack{\gamma \leq \alpha \\ \gamma \neq \alpha}} T_{\alpha-\gamma} g_{\gamma}$, i.e., $f_{\alpha}=\sum_{\gamma \leq \alpha} T_{\alpha-\gamma} g_{\gamma}$.

We can choose the point $g_{\alpha}$ in such a way that

$$
\begin{aligned}
\left\|g_{\alpha}\right\| & \leq s^{-1}\|u\| \leq s^{-1}\left(\frac{M}{r^{|\alpha|}}+\sum_{\substack{\gamma \leq \alpha \\
\gamma \neq \alpha}} \frac{M}{r^{|\alpha|-|\gamma|}} \cdot\left(\frac{4 M n}{r s}\right)^{|\gamma|} \cdot \max \{1,\|x\|\}\right) \\
& \leq\left(\frac{M}{r s}\right)^{|\alpha|} \max \{1,\|x\|\}\left(1+\sum_{\substack{\gamma \leq \alpha \\
\gamma \neq \alpha}} n^{|\gamma|} 4^{|\gamma|}\right) \\
& \leq\left(\frac{M}{r s}\right)^{m} \max \{1,\|x\|\}\left(1+\sum_{i=0}^{m-1} n^{i} 4^{i} \cdot(2 n)^{m-i}\right) \leq\left(\frac{4 M n}{r s}\right)^{m} \max \{1,\|x\|\}
\end{aligned}
$$

(we used the estimate $\operatorname{card}\{\gamma \leq \alpha:|\gamma|=i\}=\operatorname{card}\{\gamma \leq \alpha:|\gamma|=m-i\} \leq$ $\left.(2 n)^{m-i}\right)$.

Define now $g(z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} g_{\alpha} z^{\alpha}$. This series converges for all $z \in U=\Delta\left(0, \frac{r s}{4 M n}\right)$. For $z \in U$ we have

$$
T(z) g(z)=\sum_{\beta \in \mathbb{Z}_{+}^{n}} T_{\beta} z^{\beta}\left(\sum_{\gamma \in \mathbb{Z}_{+}^{n}} g_{\gamma} z^{\gamma}\right)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} z^{\alpha}\left(\sum_{\gamma \leq \alpha} T_{\alpha-\gamma} g_{\gamma}\right)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} f_{\alpha} z^{\alpha}=f(z)
$$

Theorem 10. Let $G$ be an open subset of $\mathbb{C}^{n}, w \in G$ and let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function such that $\operatorname{Ran} T(w)$ is closed. The following statements are equivalent:
(i) $T$ is regular at $w$;
(ii) there exist a neighbourhood $U$ of $w$, a Banach space $Z$ and an analytic function $S: U \rightarrow \mathcal{B}(Z, X)$ such that $\operatorname{Ran} S(z)=\operatorname{Ker} T(z) \quad(z \in U)$, (i.e., the sequence $Z \xrightarrow{S(z)} X \xrightarrow{T(z)} Y$ is exact for $z \in U)$;
(iii) there exist a neighbourhood $U$ of $w$, a Banach space $Z^{\prime}$ and an analytic function $S^{\prime}: U \rightarrow \mathcal{B}\left(Y, Z^{\prime}\right)$ such that $\operatorname{Ran} T(z)=\operatorname{Ker} S^{\prime}(z)$ (i.e., the sequence $X \xrightarrow{T(z)} Y \xrightarrow{S^{\prime}(z)} Z^{\prime}$ is exact) and $\operatorname{Ran} S^{\prime}(z)$ is closed for all $z \in U$.
(iv) there exist a neighbourhood $U$ of $w$, a Banach space $Z^{\prime}$ and an analytic function $S^{\prime}: U \rightarrow \mathcal{B}\left(Y, Z^{\prime}\right)$ such that $\operatorname{Ran} T(z)=\operatorname{Ker} S^{\prime}(z) \quad(z \in U)$.

Proof. Clearly, (ii) implies (i) by Example 10.24 (iv).
(i) $\Rightarrow$ (ii): Let $T$ be regular at $w$. By Theorem 9 , there exists a neighbourhood $U_{1}$ of $w$ and a system $\left\{g_{\alpha}\right\}_{\alpha \in \Lambda}$ of analytic functions, $g_{\alpha}: U_{1} \rightarrow X$, such that $\left\{g_{\alpha}(w), \alpha \in \Lambda\right\}=\operatorname{Ker} T(w)$ and $T(z) g_{\alpha}(z)=0 \quad\left(z \in U_{1}, \alpha \in \Lambda\right)$. Let $U_{2}$ be a neighbourhood of $w$ such that $\bar{U}_{2} \subset U_{1}$. Let $Z=\ell^{1}(\Lambda)$, i.e., $Z$ is the space of all complex valued functions $c: \Lambda \rightarrow X$ such that $\|c\|:=\sum_{\alpha \in \Lambda}\|c(\alpha)\|<\infty$. For $z \in U_{2}$, define $S(z): Z \rightarrow X$ by

$$
S(z)(c)=\sum_{\alpha \in \Lambda} \frac{c(\alpha) g_{\alpha}(z)}{\max \left\{1,\left\|g_{\alpha}\right\|_{\overline{U_{2}}}\right\}}
$$

Then $S: U_{2} \rightarrow \mathcal{B}(Z, X)$ is an analytic function, $T(z) S(z)=0 \quad\left(z \in U_{2}\right)$ and $\operatorname{Ran} S(w)=\operatorname{Ker} T(w)$. By Lemma 3, there exists a neighbourhood $U$ of $w$ such that $\operatorname{Ran} S(z)=\operatorname{Ker} T(z)$ for all $z \in U$.

The implication (i) $\Rightarrow$ (iii) can be proved as in Theorem 4 using the duality argument.

The implication (iii) $\Rightarrow$ (iv) is trivial.
(iv) $\Rightarrow$ (ii): If $w_{k} \in G, w_{k} \rightarrow w, y_{k} \in \operatorname{Ran} T\left(w_{k}\right)$ and $y_{k} \rightarrow y$, then $S\left(w_{k}\right) y_{k}=0$ for all $k$ and $\|S(w) y\|=\left\|S(w) y-S\left(w_{k}\right) y_{k}\right\| \leq\left\|S(w)\left(y-y_{k}\right)\right\|+$ $\left\|\left(S(w)-S\left(w_{k}\right)\right) y_{k}\right\| \rightarrow 0$. Hence $y \in \operatorname{Ker} S(w)=\operatorname{Ran} T(w)$. Thus the conditions of Theorem 9 are satisfied and we can prove (ii) as in the implication (i) $\Rightarrow$ (ii).

Let $G \subset \mathbb{C}^{n}$ be an open set. A subset $M$ of $G$ is called analytic if for every $w \in \mathbb{C}^{n}$ there exists a neighbourhood $U$ of $w$ and a family $\left\{f_{\alpha}\right\}$ of analytic scalarvalued functions defined in $U$ such that $M \cap U=\left\{z: f_{\alpha}(z)=0\right.$ for all $\left.\alpha\right\}$.

Corollary 11. Let $G$ be an open subset of $\mathbb{C}^{n}$, let $T: G \rightarrow \mathcal{B}(X, Y)$ and $f: G \rightarrow Y$ be analytic functions and let $T$ be regular in $G$. Then the set $\{z \in G: f(z) \in$ $\operatorname{Ran} T(z)\}$ is analytic.

Proof. Let $w \in G$ and let $U$ be a neighbourhood of $w, M$ a Banach space and $S: U \rightarrow \mathcal{B}(Y, M)$ an analytic function satisfying $\operatorname{Ran} T(z)=\operatorname{Ker} S(z) \quad(z \in U)$, see Theorem 10. For $z \in U$ we have $f(z) \in \operatorname{Ran} T(z)$ if and only if $S(z) f(z)=0$, which is equivalent to the condition $\left\langle S(z) f(z), m^{*}\right\rangle=0$ for all $m^{*} \in M^{*}$. Thus $\{z \in G: f(z) \in \operatorname{Ran} T(z)\}$ is an analytic set.

A typical problem of complex analysis is to construct from local solutions (Theorem 9) a global analytic solution. The global version is also true. We state the results without proof since it involves rather advanced techniques of complex analysis (cf. C.11.2). Note that the next theorem applies in particular to any domain in $\mathbb{C}$.

Theorem 12. Let $G$ be a domain of holomorphy in $\mathbb{C}^{n}$, let $T: G \rightarrow \mathcal{B}(X, Y)$ be an analytic function regular in $G$. Then:
(i) for every analytic function $f: G \rightarrow Y$ satisfying $f(z) \in \operatorname{Ran} T(z)$ for each $z \in G$ there exists an analytic function $g: G \rightarrow X$ such that $T(z) g(z)=$ $f(z) \quad(z \in G) ;$
(ii) there exist a Banach space $Z$ and a regular analytic function $S: G \rightarrow \mathcal{B}(Z, X)$ such that $\operatorname{Ran} S(z)=\operatorname{Ker} T(z) \quad(z \in G)$;
(iii) there exist a Banach space $Z^{\prime}$ and a regular analytic function $S^{\prime}: G \rightarrow$ $\mathcal{B}\left(Y, Z^{\prime}\right)$ such that $\operatorname{Ran} T(z)=\operatorname{Ker} S^{\prime}(z)$ for all $z \in G$.

Corollary 13. Let $G \subset \mathbb{C}^{n}$ be a domain of holomorphy, let $T: G \rightarrow \mathcal{B}(X, Y)$ and $f: G \rightarrow Y$ be analytic functions, and let $T(z)$ be onto for all $z \in G$. Then there exists an analytic function $g: G \rightarrow X$ such that $T(z) g(z)=f(z) \quad(z \in G)$.

Proof. If $T(z)$ is onto for every $z \in G$, then $T$ is regular in $G$. The rest follows from Theorem 12.

Corollary 14. Let $\mathcal{A}$ be a Banach algebra, let $G \subset \mathbb{C}$ be an open set and let $a: G \rightarrow \mathcal{A}$ be an analytic function such that $a(z)$ is right invertible for every $z \in G$. Then there exists an analytic function $b: G \rightarrow \mathcal{A}$ such that $a(z) b(z)=1 \quad(z \in G)$.
Proof. Consider the analytic function $z \mapsto L_{a(z)} \in \mathcal{B}(\mathcal{A})$. Since $L_{a(z)}$ is onto for all $z \in G$, by the previous theorem there exists an analytic function $b: G \rightarrow \mathcal{A}$ such that $a(z) b(z)=L_{a(z)} b(z)=1 \quad(z \in G)$.

Using the algebra with the reversed multiplication we can formulate the analogous result for left inverses.

## 12 Kato operators

In this section we study the regularity of the function $z \mapsto T-z$ where $T$ is an operator on a Banach space $X$.

We start with a simple purely algebraic lemma.
Lemma 1. Let $T \in \mathcal{B}(X), k, n \in \mathbb{N}, k<n$. Suppose that $\operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$. Then $\operatorname{Ker} T^{j} \subset \operatorname{Ran} T^{n-j}$ for all $j, 1 \leq j<n$.

Proof. It is sufficient to show two implications:
(i) if $1 \leq k \leq n-2$ and $\operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$, then $\operatorname{Ker} T^{k+1} \subset \operatorname{Ran} T^{n-k-1}$;
(ii) if $2 \leq k \leq n-1$ and $\operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$, then $\operatorname{Ker} T^{k-1} \subset \operatorname{Ran} T^{n-k+1}$.

To prove (i), suppose that $1 \leq k \leq n-2$ and $\operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$. Let $x \in \operatorname{Ker} T^{k+1}$. Then $T x \in \operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$, so $T x=T^{n-k} y$ for some $y \in X$. Thus

$$
x-T^{n-k-1} y \in \operatorname{Ker} T \subset \operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k} \subset \operatorname{Ran} T^{n-k-1}
$$

and so $x \in \operatorname{Ran} T^{n-k-1}$.
To prove (ii), let $2 \leq k \leq n-1, \operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$ and let $x \in \operatorname{Ker} T^{k-1}$. Then $x \in \operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$, and so $x=T^{n-k} y$ for some $y \in X$. Since $T^{k} T^{n-k-1} y=T^{k-1} x=0$, we have $T^{n-k-1} y \in \operatorname{Ker} T^{k} \subset \operatorname{Ran} T^{n-k}$ and $T^{n-k-1} y=T^{n-k} z$ for some $z \in X$. Thus $x=T^{n-k} y=T\left(T^{n-k-1} y\right)=T^{n-k+1} z \in$ $\operatorname{Ran} T^{n-k+1}$ 。

For $T \in \mathcal{B}(X)$ write $R^{\infty}(T)=\bigcap_{n=1}^{\infty} \operatorname{Ran} T^{n}$ and $N^{\infty}(T)=\bigcup_{n=1}^{\infty} \operatorname{Ker} T^{n}$. Clearly both $R^{\infty}(T)$ and $N^{\infty}(T)$ are linear subspaces of $X$ but in general neither $R^{\infty}(T)$ nor $N^{\infty}(T)$ is closed.

Theorem 2. Let $T \in \mathcal{B}(X)$ and let $\operatorname{Ran} T$ be closed. The following conditions are equivalent:
(i) the function $z \mapsto \gamma(T-z)$ is continuous at 0 ;
(ii) $\limsup _{z \rightarrow 0} \gamma(T-z)>0$;
(iii) $\lim _{z \rightarrow 0} \widehat{\delta}(\operatorname{Ker} T, \operatorname{Ker}(T-z))=0$;
(iv) $\lim _{z \rightarrow 0} \widehat{\delta}(\operatorname{Ran}(T-z), \operatorname{Ran} T)=0$;
(v) $\operatorname{Ker} T \subset R^{\infty}(T)$;
(vi) $N^{\infty}(T) \subset \operatorname{Ran} T$;
(vii) $N^{\infty}(T) \subset R^{\infty}(T)$;
(viii) $\operatorname{Ker} T \subset \overline{R^{\infty}(T)}$.

Moreover, if any of the previous conditions is satisfied, then $\operatorname{Ran} T^{k}$ is closed for all $k \in \mathbb{N}$.

Proof. The equivalence of the first four condition is true in general, see Theorem 10.17 and Corollary 11.6.

The equivalence of (v), (vi) and (vii) follows from the previous lemma and the implication (v) $\Rightarrow$ (viii) is obvious.
(i) $\Rightarrow(\mathrm{v})$ : The function $z \mapsto \gamma(T-z)$ is regular at 0 . Let $x \in \operatorname{Ker} T$. By Theorem 11.5, there exist a neighbourhood $U$ of 0 and an analytic function $f$ : $U \rightarrow X$ such that $f(0)=x$ and $(T-z) f(z)=0 \quad(z \in U)$. Let

$$
f(z)=\sum_{i=0}^{\infty} x_{i} z^{i} \quad(z \in U)
$$

be the Taylor expansion of $f$. Then $x_{0}=x$ and $x_{i}=T x_{i+1} \quad(i=0,1, \ldots)$. Thus $x=x_{0}=T x_{1}=T^{2} x_{2}=\cdots$, and so $x \in R^{\infty}(T)$.
$(\mathrm{vi}) \Rightarrow($ iii $)$ : Let $s$ be a positive number, $s<\gamma(T)$ and let $x \in \operatorname{Ker} T \subset \operatorname{Ran} T$, $\|x\|=1$. We construct inductively a sequence $x_{0}=x, x_{1}, x_{2}, \ldots$ of points of $X$ such that $T x_{i+1}=x_{i}$ and $\left\|x_{i+1}\right\| \leq s^{-1}\left\|x_{i}\right\|$ for all $i$ (clearly, for every $i$ we have $\left.x_{i} \in N^{\infty}(T) \subset \operatorname{Ran} T\right)$. Thus $\left\|x_{i}\right\| \leq s^{-i}(i \in \mathbb{N})$. For $|z|<s$ define $f(z)=\sum_{i=0}^{\infty} x_{i} z^{i}$. Clearly, $(T-z) f(z)=0$ and

$$
\begin{aligned}
\operatorname{dist}\{x, \operatorname{Ker}(T-z)\} & \leq\|x-f(z)\|=\left\|\sum_{i=1}^{\infty} x_{i} z^{i}\right\| \leq \sum_{i=1}^{\infty}\left\|x_{i}\right\| \cdot\left|z^{i}\right| \\
& \leq \sum_{i=1}^{\infty}\left(\frac{|z|}{s}\right)^{i}=\frac{|z|}{s-|z|}
\end{aligned}
$$

Thus $\delta(\operatorname{Ker} T, \operatorname{Ker}(T-z)) \leq \frac{|z|}{s-|z|}$ and $\lim _{z \rightarrow 0} \delta(\operatorname{Ker} T, \operatorname{Ker}(T-z))=0$. Since $\lim _{z \rightarrow 0} \delta(\operatorname{Ker}(T-z), \operatorname{Ker} T)=0$ is true in general by Lemma 10.12, we have (iii).
(viii) $\Rightarrow(\mathrm{v})$ : We prove by induction on $k$ that $\operatorname{Ran} T^{k}$ is closed for all $k \geq 1$. This is assumed for $k=1$.

Suppose that $k \geq 1, \operatorname{Ran} T^{k}$ is closed and $\operatorname{Ker} T \subset \overline{R^{\infty}(T)} \subset \operatorname{Ran} T^{k}$.
Let $u \in \overline{\operatorname{Ran} T^{k+1}}$. By the induction assumption, $u \in \operatorname{Ran} T^{k}$, and so $u=T^{k} v$ for some $v \in X$. Furthermore, there are vectors $v_{j} \in X \quad(j=1,2, \ldots)$ such that $T^{k+1} v_{j} \rightarrow u \quad(j \rightarrow \infty)$. Thus $T\left(T^{k} v_{j}-T^{k-1} v\right) \rightarrow 0$. Consider the operator $\widehat{T}: X / \operatorname{Ker} T \rightarrow \operatorname{Ran} T$ induced by $T$. It is clear that $\widehat{T}$ is bounded below and $\widehat{T}\left(T^{k} v_{j}-T^{k-1} v+\operatorname{Ker} T\right) \rightarrow 0$, so $T^{k} v_{j}-T^{k-1} v+\operatorname{Ker} T \rightarrow 0 \quad(j \rightarrow \infty)$ in the quotient space $X / \operatorname{Ker} T$. Thus there exist vectors $w_{j} \in \operatorname{Ker} T \subset \operatorname{Ran} T^{k}$ such that $T^{k} v_{j}+w_{j} \rightarrow T^{k-1} v$. Since $\operatorname{Ran} T^{k}$ is closed, we have $T^{k-1} v \in \operatorname{Ran} T^{k}$. Hence $u=T^{k} v \in \operatorname{Ran} T^{k+1}$ and $\operatorname{Ran} T^{k+1}$ is closed.

Thus $R^{\infty}(T)=\bigcap_{k+1}^{\infty} \operatorname{Ran} T^{k}$ is also closed and (viii) implies (v).
Definition 3. Let $T \in \mathcal{B}(X)$. We say that $T$ is Kato if $\operatorname{Ran} T$ is closed and $T$ satisfies any of the (equivalent) conditions of the previous theorem.

Corollary 4. $T \in \mathcal{B}(X)$ is Kato if and only if $T^{*}$ is Kato. If $T$ is Kato, then $T-z$ is Kato for all $z$ in a neighbourhood of 0 . Moreover, $\operatorname{dim} \operatorname{Ker} T=\lim _{z \rightarrow 0} \operatorname{dim} \operatorname{Ker}(T-$ $z)$ and $\operatorname{codim} \operatorname{Ran} T=\lim _{z \rightarrow 0} \operatorname{codim} \operatorname{Ran}(T-z)$.
Proof. See Corollary 10.23. The last statement follows from Corollary 10.10.
Example 5. Any operator that is either onto or bounded below is Kato. In particular, the isometrical shift $S$ on a Hilbert space $H$ is Kato. Note that in this case $R^{\infty}(S)=\{0\}=N^{\infty}(S)$.

Similarly, $S^{*}$ is also Kato and $R^{\infty}\left(S^{*}\right)=H=\overline{N^{\infty}(S)}$.
The direct sum $S \oplus S^{*}$ is an example of a Kato operator that is neither onto nor bounded below.

Proposition 6. Let $T, S \in \mathcal{B}(X), T S=S T$. If $T S$ is Kato, then both $T$ and $S$ are Kato.
Proof. It is sufficient to show that $T$ is Kato. We have $\operatorname{Ker} T^{n} \subset \operatorname{Ker}(T S)^{n} \subset$ $\operatorname{Ran}(T S) \subset \operatorname{Ran} T$ for all $n$, and so $N^{\infty}(T) \subset \operatorname{Ran} T$.

It remains to show that $\operatorname{Ran} T$ is closed. Let $x_{k} \in X$ and $T x_{k} \rightarrow v$ for some $v \in X$. Then $S T x_{k} \rightarrow S v$, and so $S v=S T u$ for some $u \in X$. Thus $v-T u \in \operatorname{Ker} S \subset \operatorname{Ker}(T S) \subset \operatorname{Ran}(T S) \subset \operatorname{Ran} T$, and so $v \in \operatorname{Ran} T$.

Theorem 7. Let $T \in \mathcal{B}(X)$. The following conditions are equivalent:
(i) $T$ is Kato;
(ii) $T^{n}$ is Kato for all $n \in \mathbb{N}$;
(iii) $T^{n}$ is Kato for some $n \in \mathbb{N}$.

Proof. (ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): The implication follows from the preceding proposition.
(i) $\Rightarrow$ (ii): Since $\operatorname{Ker} T \subset \operatorname{Ker} T^{2} \subset \cdots$, we have $N^{\infty}\left(T^{n}\right)=N^{\infty}(T)$ for all $n \in \mathbb{N}$. Similarly, $R^{\infty}\left(T^{n}\right)=R^{\infty}(T)$. Thus $N^{\infty}\left(T^{n}\right) \subset R^{\infty}\left(T^{n}\right)$.

Moreover, $\operatorname{Ran} T^{n}$ is closed by Theorem 2, and so $T^{n}$ is Kato for each $n$.
To show that the set of all Kato operators is a regularity, we need the following lemma, which will also be useful later.

Lemma 8. Let $A, B, C, D$ be mutually commuting operators on $X$ such that $A C+$ $B D=I$. Then:
(i) for every $n$ there are $C_{n}, D_{n} \in \mathcal{B}(X)$ such that $A^{n}, B^{n}, C_{n}, D_{n}$ are mutually commuting and $A^{n} C_{n}+B^{n} D_{n}=I$;
(ii) $\operatorname{Ran}\left(A^{n} B^{n}\right)=\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n}$ and $\operatorname{Ker}\left(A^{n} B^{n}\right)=\operatorname{Ker} A^{n}+\operatorname{Ker} B^{n}$ for each n. Consequently, $R^{\infty}(A B)=R^{\infty}(A) \cap R^{\infty}(B)$ and $N^{\infty}(A B)=N^{\infty}(A)+$ $N^{\infty}(B)$;
(iii) $N^{\infty}(A) \subset R^{\infty}(B)$ and $N^{\infty}(B) \subset R^{\infty}(A)$;
(iv) $\operatorname{Ran}\left(A^{n} B^{n}\right)$ is closed if and only if $\operatorname{Ran} A^{n}$ and $\operatorname{Ran} B^{n}$ are closed.

Proof. (i) We have

$$
I=(A C+B D)^{2 n-1}=\sum_{i=0}^{2 n-1}\binom{2 n-1}{i} A^{i} C^{i} B^{2 n-1-i} D^{2 n-1-i}=A^{n} C_{n}+B^{n} D_{n}
$$

for some $C_{n}, D_{n} \in \mathcal{B}(X)$ commuting with $A^{n}, B^{n}$.
(ii) Clearly, $\operatorname{Ran}(A B) \subset \operatorname{Ran} A \cap \operatorname{Ran} B$. If $x \in \operatorname{Ran} A \cap \operatorname{Ran} B, x=A u=B v$ for some $u, v \in X$, then set $w=C v+D u$. Then

$$
B w=B C v+B D u=C x+u-A C u=u
$$

and so $x=A u=A B w \in \operatorname{Ran}(A B)$. Thus $\operatorname{Ran}(A B)=\operatorname{Ran} A \cap \operatorname{Ran} B$.
By (i), we have $\operatorname{Ran}\left(A^{n} B^{n}\right)=\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n}$ for all $n$ and

$$
R^{\infty}(A B)=\bigcap_{n} \operatorname{Ran}\left(A^{n} B^{n}\right)=\bigcap_{n}\left(\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n}\right)=R^{\infty}(A) \cap R^{\infty}(B)
$$

Similarly, Ker $A+\operatorname{Ker} B \subset \operatorname{Ker}(A B)$. If $x \in \operatorname{Ker}(A B)$, then $x=A C x+B D x$, where $A C x \in \operatorname{Ker} B$ and $B D x \in \operatorname{Ker} A$. Thus $\operatorname{Ker}(A B)=\operatorname{Ker} A+\operatorname{Ker} B$ and, by (i), $\operatorname{Ker}\left(A^{n} B^{n}\right)=\operatorname{Ker} A^{n}+\operatorname{Ker} B^{n}$. Hence

$$
N^{\infty}(A B)=\bigcup_{n} \operatorname{Ker}\left(A^{n} B^{n}\right)=\bigcup_{n}\left(\operatorname{Ker} A^{n}+\operatorname{Ker} B^{n}\right)=N^{\infty}(A)+N^{\infty}(B)
$$

(iii) If $x \in \operatorname{Ker} A$, then $x=B D x \in \operatorname{Ran} B$. Thus Ker $A \subset \operatorname{Ran} B$ and, by (i), $\operatorname{Ker} A^{n} \subset \operatorname{Ran} B^{n}$ for all $n$. If $m \geq n$, then $\operatorname{Ker} A^{n} \subset \operatorname{Ker} A^{m} \subset \operatorname{Ran} B^{m}$, so Ker $A^{n} \subset R^{\infty}(B)$. Consequently, $N^{\infty}(A) \subset R^{\infty}(B)$. The inclusion $N^{\infty}(B) \subset$ $R^{\infty}(A)$ follows by symmetry.
(iv) If $\operatorname{Ran} A^{n}$ and $\operatorname{Ran} B^{n}$ are closed, then clearly $\operatorname{Ran}\left(A^{n} B^{n}\right)=\operatorname{Ran} A^{n} \cap$ $\operatorname{Ran} B^{n}$ is closed.

Suppose that $\operatorname{Ran}\left(A^{n} B^{n}\right)$ is closed and let $\left(x_{k}\right)$ be a sequence of elements of $X$ such that $A^{n} x_{k} \rightarrow v \in X$. Then $A^{n} B^{n} x_{k} \rightarrow B^{n} v$, and so $B^{n} v=A^{n} B^{n} u$ for some $u \in X$. Thus $v-A^{n} u \in \operatorname{Ker} B^{n} \subset \operatorname{Ran} A^{n}$, and so $v \in \operatorname{Ran} A^{n}$. Hence $\operatorname{Ran} A^{n}$ is closed.

Theorem 9. The set of all Kato operators is a regularity.
Proof. The first axiom of regularities was proved in Theorem 7 and one implication of the second axiom follows from Proposition 6. Thus it is sufficient to show that if $A, B, C, D \in \mathcal{B}(X)$ are mutually commuting operators, $A C+B D=I$ and $A, B$ are Kato, then $A B$ is Kato. By Lemma $8, \operatorname{Ran}(A B)=\operatorname{Ran} A \cap \operatorname{Ran} B$, and so $\operatorname{Ran}(A B)$ is closed. Since $A, B$ are Kato, we have $\operatorname{Ker} A \subset R^{\infty}(A)$ and $\operatorname{Ker} B \subset R^{\infty}(B)$. By Lemma 8 , Ker $A \subset R^{\infty}(B)$ and Ker $B \subset R^{\infty}(A)$. Thus

$$
\operatorname{Ker}(A B)=\operatorname{Ker} A+\operatorname{Ker} B \subset R^{\infty}(A) \cap R^{\infty}(B)=R^{\infty}(A B)
$$

Hence $A B$ is Kato.

Definition 10. For $T \in \mathcal{B}(X)$ denote by $\sigma_{K}(T)=\{\lambda \in \mathbb{C}: T-\lambda$ is not Kato $\}$ the Kato spectrum corresponding to the regularity of all Kato operators.

Theorem 11. Let $T \in \mathcal{B}(X)$. Then:
(i) $\sigma_{K}(T)$ is a non-empty compact subset of the complex plane;
(ii) $\partial \sigma(T) \subset \sigma_{K}(T) \subset \sigma_{\pi}(T) \cap \sigma_{\delta}(T) \subset \sigma(T)$;
(iii) $\sigma_{K}(f(T))=f\left(\sigma_{K}(T)\right)$ for every function $f$ analytic on a neighbourhood of $\sigma(T)$;
(iv) $\sigma_{K}\left(T^{*}\right)=\sigma_{K}(T)$.

Proof. (i) and (ii): The set of all regularity points of the function $z \mapsto T-z$ is open, so $\sigma_{K}(T)$ is closed. Since the operators that are bounded below or onto are Kato, we have $\sigma_{K}(T) \subset \sigma_{\pi}(T) \cap \sigma_{\delta}(T)$. To show that $\sigma_{K}(T)$ is non-empty, it is sufficient to prove $\partial \sigma(T) \subset \sigma_{K}(T)$. Suppose on the contrary that there exists $\lambda \in \partial \sigma(T)$ and $\lambda \notin \sigma_{K}(T)$. By Corollary $4, \operatorname{dim} \operatorname{Ker}(T-\lambda)=0=\operatorname{codim} \operatorname{Ran}(T-\lambda)$. Thus $T-\lambda$ is invertible, a contradiction.
(iii) If $X=X_{1} \oplus X_{2}$ for closed subspaces $X_{1}, X_{2}$ of $X$ and $T_{1} \in \mathcal{B}\left(X_{1}\right)$, $T_{2} \in \mathcal{B}\left(X_{2}\right)$, then $\sigma_{K}\left(T_{1} \oplus T_{2}\right)=\sigma_{K}\left(T_{1}\right) \cup \sigma_{K}\left(T_{2}\right)$. By (i), $\sigma_{K}\left(T_{1}\right) \neq \emptyset$ whenever $X_{1} \neq\{0\}$, and so the spectral mapping theorem follows from Theorem 6.8.
(iv) is clear from Corollary 4.

Theorem 12. Let $T \in \mathcal{B}(X)$ and let $\lambda$ be a complex number. Then the limit $\lim _{z \rightarrow \lambda} \gamma(T-z)$ exists and $\lambda \in \sigma_{K}(T)$ if and only if $\lim _{z \rightarrow \lambda} \gamma(T-z)=0$.
Proof. See Corollary 11.6.
Theorem 13. The set $\left\{\lambda \in \sigma_{K}(T): \operatorname{Ran}(T-\lambda)\right.$ is closed $\}$ is at most countable.
Proof. See Corollary 11.7.
Examples 14. (i) By the preceding theorem, the set

$$
\left\{\lambda \in \sigma_{K}(T): \operatorname{Ran}(T-\lambda) \text { is closed }\right\}
$$

is at most countable. The following example shows that this set can contain a convergent sequence.

Let $H$ be a separable infinite-dimensional Hilbert space, let $T \in \mathcal{B}(H \oplus H)$ be given in the matrix form by

$$
T=\left(\begin{array}{ll}
D & I \\
0 & 0
\end{array}\right)
$$

where $D$ (with respect to an orthonormal basis) is a diagonal operator, $D=$ $\operatorname{diag}(1,1 / 2,1 / 3, \ldots)$. Note that $\operatorname{Ran}(T-z)=H \oplus H$ for $z \notin\{0\} \cup\{1 / n: n \in \mathbb{N}\}$, $\operatorname{codim} \operatorname{Ran}(T-1 / n)=1$ and $\operatorname{Ran} T=H \oplus 0$. Thus $\operatorname{Ran}(T-\lambda)$ is closed for
all $\lambda$ and the Kato spectrum $\sigma_{K}(T)=\{0\} \cup\{1 / n: n \in \mathbb{N}\}$ contains a convergent sequence.
(ii) The product of two commuting Kato operators need not be Kato in general. Thus the set of all Kato operators does not satisfy condition (P1) of Section 6. In particular, it is not possible to extend reasonably the Kato spectrum to $n$-tuples of commuting operators.

Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i, j}: i, j \in \mathbb{Z}, i j \leq 0\right\}$. Define $T \in \mathcal{B}(H)$ by $T e_{i, j}=0$ if $i=0, j>0$ and $T e_{i, j}=e_{i+1, j}$ otherwise.

Similarly, let $S e_{i, j}=0$ if $j=0, i>0$ and $S e_{i, j}=e_{i, j+1}$ otherwise. It is easy to verify that $T S=S T$, both $T$ and $S$ are Kato but their product $T S$ is not.
(iii) The set of all Kato operators is not open, so the Kato spectrum is not upper semicontinuous.

Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i, j}: i \geq 1, j \geq 0\right\}$. Let $T \in \mathcal{B}(H)$ be defined by $T e_{i, j}=e_{i, j+1}$, i.e., $T$ is a direct sum of countably many isometrical shifts. Let $S \in \mathcal{B}(H)$ be defined by $S e_{i, 0}=i^{-1} e_{i, 0}$ and $S e_{i, j}=0$ for $j \geq 1$.

For each $\varepsilon>0$, the range of $T+\varepsilon S$ is non-closed. So $T$ is Kato while $T+\varepsilon S$ is not.

Theorem 15. Let $T \in \mathcal{B}(X)$ be a Kato operator. Then:
(i) $R^{\infty}(T)$ is closed;
(ii) if $x \in X$ and $T x \in R^{\infty}(T)$, then $x \in R^{\infty}(T)$;
(iii) $T R^{\infty}(T)=R^{\infty}(T)$.

Proof. (i) Since $R^{\infty}(T)=\bigcap_{n} \operatorname{Ran} T^{n}$ and $\operatorname{Ran} T^{n}$ is closed for all $n$ by Theorem 2, we have (i).
(ii) Let $n \in \mathbb{N}$. Then $T x=T^{n+1} y$ for some $y \in X$. Thus $x-T^{n} y \in \operatorname{Ker} T \subset$ $\operatorname{Ran} T^{n}$, and so $x \in \operatorname{Ran} T^{n}$. Since $n$ was arbitrary, we have $x \in R^{\infty}(T)$.
(iii) Clearly, $T R^{\infty}(T) \subset R^{\infty}(T)$. If $x \in R^{\infty}(T)$, then $x=T y$ for some $y \in X$. By (ii), $y \in R^{\infty}(T)$, and so $R^{\infty}(T)=T R^{\infty}(T)$.

Remark 16. The space $N^{\infty}(T)$ need not be closed even for Kato operators. The simplest example is the backward shift in a separable Hilbert space.

Theorem 17. Let $T$ be a Kato operator on a Banach space $X$. Then:
(i) $R^{\infty}\left(T^{*}\right)=N^{\infty}(T)^{\perp}$;
(ii) $R^{\infty}(T)={ }^{\perp} N^{\infty}\left(T^{*}\right)$;
(iii) $\overline{N^{\infty}(T)}={ }^{\perp} R^{\infty}\left(T^{*}\right)$;
(iv) $\overline{N^{\infty}\left(T^{*}\right)} w^{*}=R^{\infty}(T)^{\perp}$.

Proof. (i) We have

$$
N^{\infty}(T)^{\perp}=\left(\bigcup_{n=1}^{\infty} \operatorname{Ker} T^{n}\right)^{\perp}=\bigcap_{n=1}^{\infty}\left(\operatorname{Ker} T^{n}\right)^{\perp}=\bigcap_{n=1}^{\infty} \operatorname{Ran} T^{* n}=R^{\infty}\left(T^{*}\right)
$$

(iii) ${ }^{\perp} R^{\infty}\left(T^{*}\right)={ }^{\perp}\left(N^{\infty}(T)^{\perp}\right)=\overline{N^{\infty}(T)}$.
(ii) and (iv) can be proved similarly using A.1.11 and A.1.12.

Theorem 18. Let $T \in \mathcal{B}(X)$ be Kato and let $G$ be an open connected subset of $\mathbb{C} \backslash \sigma_{K}(T)$ containing 0 . Then:
(i) $R^{\infty}(T)=\bigcap_{z \in G} \operatorname{Ran}(T-z)$;
(ii) $\overline{N^{\infty}(T)}=\bigvee_{z \in G} \operatorname{Ker}(T-z)$.

Proof. (i) Suppose that $x \in \bigcap_{z \in G} \operatorname{Ran}(T-z)$. By Theorem 11.5, there exist a neighbourhood $U$ of 0 and an analytic function $g: U \rightarrow X$ satisfying $(T-z) g(z)=$ $x \quad(z \in U)$. Let $g(z)=\sum_{i=0}^{\infty} x_{i} z^{i}$ be the Taylor expansion of $g$ about 0 . The equality $(T-z) g(z)=x$ implies that $T x_{0}=x$ and $T x_{i}=x_{i-1}$ for all $i \geq 1$. Thus $x=T x_{0}=T^{2} x_{1}=T^{3} x_{2}=\cdots$, and so $x \in R^{\infty}(T)$.

In the opposite direction, let $x \in R^{\infty}(T)$. Let $s$ be a positive number, $s<$ $\gamma(T)$. By Theorem 15, we can find inductively a sequence of points $x_{k} \in R^{\infty}(T)$ such that $T x_{0}=x, T x_{k}=x_{k-1} \quad(k=1,2, \ldots)$ and $\left\|x_{k}\right\| \leq s^{-1}\left\|x_{k-1}\right\|$. Then the series $g(z)=\sum_{i=0}^{\infty} x_{k} z^{k}$ converges for $|z|<s$ and $(T-z) g(z)=x$. Thus $x \in \operatorname{Ran}(T-z)$ for all $|z|<s$, and so for all $z \in G$, by Corollary 11.8.
(ii) We have

$$
\begin{aligned}
\overline{N^{\infty}(T)}={ }^{\perp}\left(R^{\infty}\left(T^{*}\right)\right) & =\perp\left(\bigcap_{z \in G} \operatorname{Ran}\left(T^{*}-z\right)\right) \\
& \supset \bigvee_{z \in G}{ }^{\perp} \operatorname{Ran}\left(T^{*}-z\right)=\bigvee_{z \in G} \operatorname{Ker}(T-z)
\end{aligned}
$$

Conversely, let $n \in \mathbb{N}$ and $x \in \operatorname{Ker} T^{n}$. Let $s$ be a positive number such that $s<\gamma(T)$ and $\{z \in \mathbb{C}:|z|<s\} \subset G$. Set $x_{n}=x, x_{n-k}=T^{k} x \quad(k=1,2, \ldots, n-$ 1). Since $x \in \operatorname{Ker} T^{n} \subset R^{\infty}(T)$, we can find inductively points $x_{n+1}, x_{n+2}, \cdots \in$ $R^{\infty}(T)$ such that $T x_{i+1}=x_{i}$ and $\left\|x_{i+1}\right\| \leq s^{-1}\left\|x_{i}\right\|$. Set $g(z)=\sum_{i=1}^{\infty} x_{i} z^{i}$. This series converges for $|z|<s$ and $(T-z) g(z)=0$. Thus $g(z) \in \operatorname{Ker}(T-z)$ and, by the Cauchy formula,

$$
x=x_{n}=\frac{1}{2 \pi i} \int_{|z|=s / 2} \frac{g(z)}{z^{n+1}} \mathrm{~d} z \in \bigvee_{z \in G} \operatorname{Ker}(T-z)
$$

Corollary 19. Let $T \in \mathcal{B}(X)$ and let $G$ be a component of $\mathbb{C} \backslash \sigma_{K}(T)$. Then:
(i) the mapping $\lambda \mapsto R^{\infty}(T-\lambda)$ is constant on $G$;
(ii) the mapping $\lambda \mapsto \overline{N^{\infty}(T-\lambda)}$ is constant on $G$;
(iii) for all $\lambda \in G$ and $x \in \operatorname{Ker}(T-\lambda)$ there exists an analytic function $f: G \rightarrow X$ such that $f(\lambda)=x$ and $(T-z) f(z)=0 \quad(z \in G)$.

Proof. The first two statements follow from the previous theorem, the constants are $\bigcap_{z \in G} \operatorname{Ran}(T-z)$ and $\bigvee_{z \in G} \operatorname{Ker}(T-z)$, respectively.
(iii) follows from Theorem 11.12.

In fact, if $T \in \mathcal{B}(X)$ is Kato, then $R^{\infty}(T+S)=R^{\infty}(T)$ and $\overline{N^{\infty}(T+S)}=$ $\overline{N^{\infty}(T)}$ for all $S$ commuting with $T$ such that $\|S\|$ is small enough. We postpone the proof to Section 21.

Theorem 20. Let $T \in \mathcal{B}(X)$ be an operator with closed range. The following conditions are equivalent:
(i) $T$ is Kato;
(ii) $\operatorname{Ran} T \supset \bigcap_{z \neq 0} \overline{\operatorname{Ran}(T-z)}$;
(iii) $\operatorname{Ker} T \subset \bigvee_{z \neq 0} \operatorname{Ker}(T-z)$.

Proof. (i) $\Rightarrow$ (ii) and (i) $\Rightarrow$ (iii): Let $G$ be the connected component of $\mathbb{C} \backslash \sigma_{K}(T)$ containing 0 . Let $G^{\prime}$ be an open subset of $G$ such that $0 \notin G^{\prime}$ and let $w \in G^{\prime}$. Then

$$
\operatorname{Ran} T \supset R^{\infty}(T)=R^{\infty}(T-w)=\bigcap_{z \in G^{\prime}}^{\infty} \operatorname{Ran}(T-z) \supset \bigcap_{z \neq 0} \overline{\operatorname{Ran}(T-z)}
$$

and

$$
\operatorname{Ker} T \subset \overline{N^{\infty}(T)}=\overline{N^{\infty}(T-w)}=\bigvee_{z \in G^{\prime}} \operatorname{Ker}(T-z) \subset \bigvee_{z \neq 0} \operatorname{Ker}(T-z)
$$

(iii) $\Rightarrow$ (i): Let $\lambda \neq 0$ and $x \in \operatorname{Ker}(T-\lambda)$. Then $T x=\lambda x$ and $x=\frac{T^{n} x}{\lambda^{n}} \in$ $\operatorname{Ran} T^{n}$, so $x \in R^{\infty}(T)$. Thus $\operatorname{Ker} T \subset \bigvee_{z \neq 0} \operatorname{Ker}(T-z) \subset \overline{R^{\infty}(T)}$ and $T$ is Kato.
(ii) $\Rightarrow$ (i): Let $x \in \operatorname{Ker} T^{n}$ and $z \neq 0$. Then

$$
(T-z)\left(T^{n-1}+z T^{n-2}+\cdots+z^{n-1}\right) x=T^{n} x-z^{n} z=-z^{n} x
$$

and so $x \in \operatorname{Ran}(T-z)$. Thus $N^{\infty}(T) \subset \bigcap_{z \neq 0} \operatorname{Ran}(T-z) \subset \operatorname{Ran} T$ and $T$ is Kato.

Theorem 21. Let $T \in \mathcal{B}(X)$. Then $T$ is Kato if and only if there exists a closed subspace $M \subset X$ invariant with respect to $T$ such that $T \mid M$ is onto and the operator $\widehat{T}: X / M \rightarrow X / M$ induced by $T$ is bounded below.

For the space $M$ it is possible to take $R^{\infty}(T)$.

Proof. Let $T$ be Kato and set $M=R^{\infty}(T)$. Then $M$ is closed. By Theorem 15, $T M=M$ and the operator $\widehat{T}: X / M \rightarrow X / M$ induced by $T$ is one-to-one.

Moreover, $\operatorname{Ran} T$ is closed and $M \subset \operatorname{Ran} T$. Then $\operatorname{Ran} \widehat{T}=\operatorname{Ran} T+M$, which is is closed. Indeed, let $x, x_{n} \in X$ and $T x_{n}+M \rightarrow x+M$ in $X / M$. There are $m_{n} \in M$ such that $T x_{n}+m_{n} \rightarrow x$. Thus $x \in \operatorname{Ran} T$ and $x+M \in \operatorname{Ran} \widehat{T}$. Hence $\widehat{T}$ is bounded below.

Conversely, let $M$ be a subspace of $X$ with the required properties. The condition $T M=M$ implies that $M \subset R^{\infty}(T)$. If $T x=0$, then $\widehat{T}(x+M)=0$ and the injectivity of $\widehat{T}$ implies that $x \in M$. Thus $\operatorname{Ker} T \subset M \subset R^{\infty}(T)$.

It remains to prove that $T$ has closed range. Let $Q: X \rightarrow X / M$ be the canonical projection. We show that $\operatorname{Ran} T=Q^{-1} \operatorname{Ran} \widehat{T}$. If $y \in \operatorname{Ran} T, y=T x$ for some $x \in X$, then $Q y=T x+M=\widehat{T}(x+M) \in \operatorname{Ran} \widehat{T}$, and so $\operatorname{Ran} T \subset Q^{-1} \operatorname{Ran} \widehat{T}$. If $y \in X$ and $Q y \in \operatorname{Ran} \widehat{T}$, then $y+M=T x+M$ for some $x \in X$, and so $y \in T x+M \subset \operatorname{Ran} T$, since $M \subset \operatorname{Ran} T$. Thus $\operatorname{Ran} T=Q^{-1} \operatorname{Ran} \widehat{T}$, which is closed, since Ran $\widehat{T}$ is closed and $Q$ continuous.

Corollary 22. The regularity of all Kato operators satisfies (P4), so $\sigma_{K}$ is continuous on commuting elements.

Proof. Let $T \in \mathcal{B}(X)$ be Kato. Let $\varepsilon=\inf \{|z|: T-z$ is not Kato $\}$ and $M=$ $R^{\infty}(T)$. Since $R^{\infty}(T-\lambda)=M$ for $|\lambda|<\varepsilon$, we have $(T-\lambda) M=M$ and the induced operator $\widehat{T-\lambda}: X / M \longrightarrow X / M$ is bounded below.

If $U T=T U$ and $\|U\|<\varepsilon$, then $U M \subset M$ and we can define the operator $\widehat{U}: X / M \rightarrow X / M$ induced by $U$. Clearly, $\|\widehat{U}\| \leq\|U\|<\varepsilon$. By Theorem 7.14 (ii) for the spectral systems $\sigma_{\pi}$ and $\sigma_{\delta}$, we conclude that $(T+U) M=M$ and $\widehat{T}+\widehat{U}$ is bounded below. By Theorem 21, $T+U$ is Kato.

By Theorem 6.11, the regularity of all Kato operators satisfies property (P4).

Corollary 23. Let $T, Q \in \mathcal{B}(X), T Q=Q T$, let $T$ be Kato and $Q$ quasinilpotent. Then $T+Q$ is Kato.

Proof. Let $M=R^{\infty}(T)$. Then $Q M \subset M$. Let $\widehat{T}$ and $\widehat{Q}$ be the operators acting in $X / M$ induced by $T$ and $Q$, respectively. By the spectral radius formula, $Q_{1}=Q \mid M$ is a quasinilpotent operator commuting with $T_{1}=T \mid M$ and $\widehat{Q}$ is a quasinilpotent operator commuting with $\widehat{T}$. Theorem 7.16 for the spectral systems $\sigma_{\pi}$ and $\sigma_{\delta}$ implies that $T_{1}+Q_{1}$ is onto and $\widehat{T}+\widehat{Q}$ is bounded below. Consequently, $T+Q$ is Kato.

Theorem 24. Let $T \in \mathcal{B}(X)$ be Kato. Then $\gamma\left(T^{m+n}\right) \geq \gamma\left(T^{m}\right) \cdot \gamma\left(T^{n}\right)$ for all $m, n \in \mathbb{N}$.

Proof. Fix $\varepsilon>0$ and let $x \in \operatorname{Ran} T^{n+m}$. Then there exists $y \in X$ such that $T^{m} y=x$ and $\|y\| \leq\left(\gamma\left(T^{m}\right)-\varepsilon\right)^{-1}\|x\|$. Further, $x=T^{n+m} z$ for some $z \in X$.

Thus $T^{n} z-y \in \operatorname{Ker} T^{m} \subset \operatorname{Ran} T^{n}$, and so $y \in \operatorname{Ran} T^{n}$. There exists $u \in X$ such that $T^{n} u=y$ and

$$
\|u\| \leq\left(\gamma\left(T^{n}\right)-\varepsilon\right)^{-1}\|y\| \leq\left(\gamma\left(T^{n}\right)-\varepsilon\right)^{-1}\left(\gamma\left(T^{m}\right)-\varepsilon\right)^{-1}\|x\|
$$

Hence $\gamma\left(T^{n+m}\right) \geq\left(\gamma\left(T^{n}\right)-\varepsilon\right)\left(\gamma\left(T^{m}\right)-\varepsilon\right)$. Letting $\varepsilon \rightarrow 0$ yields $\gamma\left(T^{n+m}\right) \geq$ $\gamma\left(T^{n}\right) \cdot \gamma\left(T^{m}\right)$.

Lemma 25. Let $T \in \mathcal{B}(X)$ be Kato. Suppose that $T$ is neither onto nor bounded below. Let $M=R^{\infty}(T)$, let $T_{1}: M \rightarrow M$ and $\widehat{T}: X / M \rightarrow X / M$ be the operators induced by $T$. Then the limit $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$ exists and

$$
\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\min \left\{\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n}, \lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n}\right\}
$$

Proof. By the preceding theorem and Lemma 1.21, the limit $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$ exists. By Theorem 21, $T_{1}$ is onto and $\widehat{T}$ is bounded below, so the limits on the right-hand side exist by Theorem 9.25.

Since $\operatorname{Ker} T^{n} \subset R^{\infty}(T)=M$, we have $\operatorname{Ker} T_{1}^{n}=\operatorname{Ker} T^{n}$. Thus

$$
\begin{aligned}
k\left(T_{1}^{n}\right)=\gamma\left(T_{1}^{n}\right) & =\inf \left\{\frac{\left\|T_{1}^{n} x\right\|}{\operatorname{dist}\left\{x, \operatorname{Ker} T_{1}^{n}\right\}}: x \in M \backslash \operatorname{Ker} T_{1}^{n}\right\} \\
& =\inf \left\{\frac{\left\|T^{n} x\right\|}{\operatorname{dist}\left\{x, \operatorname{Ker} T^{n}\right\}}: x \in M \backslash \operatorname{Ker} T^{n}\right\} \geq \gamma\left(T^{n}\right)
\end{aligned}
$$

Since $T M=M$, we have

$$
\begin{aligned}
j\left(\widehat{T}^{n}\right) & =\inf \left\{\frac{\left\|\widehat{T}^{n}(x+M)\right\|}{\|x+M\|}: x \notin M\right\}=\inf \left\{\frac{\left\|T^{n} x+M\right\|}{\operatorname{dist}\{x, M\}}: x \notin M\right\} \\
& =\inf \left\{\frac{\left\|T^{n} x+T^{n} m\right\|}{\operatorname{dist}\{x, M\}}: x \notin M, m \in M\right\}=\inf \left\{\frac{\left\|T^{n} y\right\|}{\operatorname{dist}\{y, M\}}: y \notin M\right\} \\
& \geq \inf \left\{\frac{\left\|T^{n} y\right\|}{\operatorname{dist}\left\{y, \operatorname{Ker} T^{n}\right\}}: y \notin M\right\} \geq \gamma\left(T^{n}\right) .
\end{aligned}
$$

Thus $\gamma\left(T^{n}\right) \leq \min \left\{k\left(T_{1}^{n}\right), j\left(\widehat{T}^{n}\right)\right\}$ and

$$
\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n} \leq \min \left\{\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n}, \lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n}\right\}
$$

To prove the opposite inequality, let

$$
0<s<\min \left\{\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n}, \lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n}\right\} .
$$

We prove that $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n} \geq s$.
Let $n \geq 1, x=x_{0} \in \operatorname{Ran} T^{n},\|x\|=1$ and let $\varepsilon>0$. Then $x+M \in \operatorname{Ran} \widehat{T}^{n}$ and

$$
\left\|\widehat{T}^{-i}(x+M)\right\| \leq j\left(\widehat{T}^{i}\right)^{-1}\|x+M\| \leq j\left(\widehat{T}^{i}\right)^{-1} \quad(i=1, \ldots, n)
$$

Thus there exist vectors $x_{i} \in \widehat{T}^{-i}(x+M)$ such that

$$
\left\|x_{i}\right\| \leq j\left(\widehat{T}^{i}\right)^{-1}(1+\varepsilon) \quad(i=1, \ldots, n)
$$

For $i=0, \ldots, n-1$ write $m_{i}=T x_{i+1}-x_{i}$. Then

$$
\left\|m_{i}\right\| \leq\|T\| \cdot\left\|x_{i+1}\right\|+\left\|x_{i}\right\| \leq(1+\varepsilon)\left(\|T\| j\left(\widehat{T}^{i+1}\right)^{-1}+j\left(\widehat{T}^{i}\right)^{-1}\right)
$$

for all $i=0, \ldots, n-1$. Further, $\widehat{T}^{i}\left(m_{i}+M\right)=T^{i+1} x_{i+1}-T^{i} x_{i}+M=M$, so $m_{i} \in M$ for each $i$. We have

$$
\begin{gathered}
\sum_{i=0}^{n-1} T^{i} m_{i}=\left(T^{n} x_{n}-T^{n-1} x_{n-1}\right)+\left(T^{n-1} x_{n-1}-T^{n-2} x_{n-2}\right)+\cdots \\
\cdots+\left(T x_{1}-x_{0}\right)=T^{n} x_{n}-x
\end{gathered}
$$

Since $T_{1}: M \rightarrow M$ is onto, there exist vectors $m_{i}^{\prime} \in M$ such that $T^{n-i} m_{i}^{\prime}=m_{i}$ and $\left\|m_{i}^{\prime}\right\| \leq(1+\varepsilon) k\left(T_{1}^{n-i}\right)^{-1}\left\|m_{i}\right\|$. Thus

$$
T^{n}\left(x_{n}-\sum_{i=0}^{n-1} m_{i}^{\prime}\right)=T^{n} x_{n}-\sum_{i=0}^{n-1} T^{i} m_{i}=x
$$

and

$$
\left\|x_{n}-\sum_{i=0}^{n-1} m_{i}^{\prime}\right\| \leq(1+\varepsilon) j\left(\widehat{T}^{n}\right)^{-1}+\sum_{i=0}^{n-1}(1+\varepsilon)^{2} k\left(T_{1}^{n-i}\right)^{-1}\left(\|T\| j\left(\widehat{T}^{i+1}\right)^{-1}+j\left(\widehat{T}^{i}\right)^{-1}\right)
$$

Thus

$$
\gamma\left(T^{n}\right)^{-1} \leq(1+\varepsilon) j\left(\widehat{T}^{n}\right)^{-1}+\sum_{i=0}^{n-1}(1+\varepsilon)^{2} k\left(T_{1}^{n-i}\right)^{-1}\left(\|T\| j\left(\widehat{T}^{i+1}\right)^{-1}+j\left(\widehat{T}^{i}\right)^{-1}\right)
$$

Find $n_{0}$ such that $k\left(T_{1}^{i}\right) \geq s^{i}$ and $j\left(\widehat{T}^{i}\right) \geq s^{i}$ for all $i \geq n_{0}$. Set

$$
K=\max _{1 \leq i \leq n_{0}+1} \max \left\{k\left(T_{1}^{i}\right)^{-1}, j\left(\widehat{T}^{i}\right)^{-1}, s^{-i}\right\}
$$

For $n$ large enough we have

$$
\begin{aligned}
\gamma\left(T^{n}\right)^{-1} \leq & (1+\varepsilon)^{2}\left(s^{-n}+\sum_{i=0}^{n_{0}-1} s^{i-n}(\|T\| \cdot K+K)\right. \\
& \left.+\sum_{i=n_{0}}^{n-n_{0}-1} s^{i-n}\left(\|T\| s^{-i-1}+s^{-i}\right)+\sum_{i=n-n_{0}}^{n-1} K\left(\|T\| s^{-i-1}+s^{-i}\right)\right) \\
\leq & (1+\varepsilon)^{2} s^{n_{0}-n}\left(K+2 n_{0} K(\|T\| \cdot K+K)+\left(n-2 n_{0}\right)(K \cdot\|T\|+K)\right) \\
\leq & (1+\varepsilon)^{2} s^{n_{0}-n} n \cdot K^{\prime},
\end{aligned}
$$

where $K^{\prime}$ is a constant independent of $n$. Hence

$$
\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n} \geq \lim _{n \rightarrow \infty} s^{\frac{n-n_{0}}{n}}=s
$$

Letting

$$
s \rightarrow \min \left\{\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n}, \lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n}\right\}
$$

yields the required equality.
Theorem 26. Let $T \in B(X)$ be Kato. Then

$$
\operatorname{dist}\left\{0, \sigma_{K}(T)\right\}=\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\sup _{n} \gamma\left(T^{n}\right)^{1 / n}
$$

Proof. By Theorem 24 and Lemma 1.21, the limit $\lim \gamma\left(T^{n}\right)^{1 / n}$ exists and equals to the supremum.

Set $r=\operatorname{dist}\left\{0, \sigma_{K}(T)\right\}$. Suppose first that $T$ is neither onto nor bounded below. Let $M=R^{\infty}(T)$, let $T_{1}=T \mid M$ and $\widehat{T}: X / M \rightarrow X / M$ be the operators induced by $T$. If $\lambda$ is a complex number satisfying

$$
|\lambda|<\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\min \left\{\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n}, \lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n}\right\}
$$

then $T_{1}-\lambda$ is onto and $\widehat{T}-\lambda$ is bounded below. Thus $T-\lambda$ is Kato by Theorem 21 and $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n} \leq r$.

Conversely, by Corollary $19, R^{\infty}(T-\lambda)=M$ for $|\lambda|<r$. If $|\lambda|<r$, then $(T-\lambda) M=M$ and $\widehat{T}-\lambda=\widehat{T-\lambda}: X / M \rightarrow X / M$ is bounded below. Thus $\lim _{n \rightarrow \infty} k\left(T_{1}^{n}\right)^{1 / n} \geq r$ and $\lim _{n \rightarrow \infty} j\left(\widehat{T}^{n}\right)^{1 / n} \geq r$. Hence $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n} \geq r$ by Lemma 25.

If $T$ is bounded below, then $\lim \gamma\left(T^{n}\right)^{1 / n}=\operatorname{dist}\left\{0, \sigma_{\pi}(T)\right\} \leq \operatorname{dist}\left\{0, \sigma_{K}(T)\right\}$ by Theorem 9.25. Moreover, $\overline{N^{\infty}(T-z)}=\overline{N^{\infty}(T)}=\{0\}$ for all $z$ with $|z|<r$, and so $\operatorname{dist}\left\{0, \sigma_{\pi}(T)\right\}=\operatorname{dist}\left\{0, \sigma_{K}(T)\right\}$.

Similarly, if $T$ is onto, then $\lim \gamma\left(T^{n}\right)^{1 / n}=\operatorname{dist}\left\{0, \sigma_{\delta}(T)\right\}=\operatorname{dist}\left\{0, \sigma_{K}(T)\right\}$.
Theorem 27. Let $T \in \mathcal{B}(X)$ be Kato. Then

$$
\gamma(T)-\gamma(T-z) \leq 3|z|
$$

for all $z \in \mathbb{C}$.
Proof. The inequality is trivial if $|z| \geq \gamma(T)$. By the previous theorem, the function $z \mapsto T-z$ is regular in $\{z:|z|<\gamma(T)\}$. Thus the inequality for $|z|<\gamma(T)$ follows from Theorem 10.25.

Proposition 28. Let $T, S \in \mathcal{B}(X), \lambda \in \mathbb{C}, \lambda \neq 0$ and $k \in \mathbb{N}$. Then:
(i) $\operatorname{Ker}(S T-\lambda)^{k}=S \operatorname{Ker}(T S-\lambda)^{k}$;
(ii) $\operatorname{Ran}(S T-\lambda)^{k}=T^{-1} \operatorname{Ran}(T S-\lambda)^{k}$;
(iii) $\operatorname{dim} \operatorname{Ker}(S T-\lambda)^{k}=\operatorname{dim} \operatorname{Ker}(T S-\lambda)^{k}$;
(iv) $\operatorname{dim} \operatorname{Ran}(S T-\lambda)^{k}=\operatorname{dim} \operatorname{Ran}(T S-\lambda)^{k}$.

Proof. We have $(S T-\lambda) S=S(T S-\lambda)$ and so $(S T-\lambda)^{k} S=S(T S-\lambda)^{k}$ for each $k \geq 0$.
(i) If $x \in \operatorname{Ker}(T S-\lambda)^{k}$, then $(S T-\lambda)^{k} S x=S(T S-\lambda)^{k} x=0$. Hence $S \operatorname{Ker}(T S-\lambda)^{k} \subset \operatorname{Ker}(S T-\lambda)^{k}$ for each $k$.

We prove the opposite inclusion by induction on $k$. This is clear for $k=0$.
Suppose that $S \operatorname{Ker}(T S-\lambda)^{k}=\operatorname{Ker}(S T-\lambda)^{k}$ and let $x \in \operatorname{Ker}(S T-\lambda)^{k+1}$. Then $(T S-\lambda)^{k+1} T x=T(S T-\lambda)^{k+1} x=0$. So $T x \in \operatorname{Ker}(T S-\lambda)^{k+1}$ and $S T x \in S \operatorname{Ker}(T S-\lambda)^{k+1}$. By induction assumption, $(S T-\lambda) x \in \operatorname{Ker}(S T-\lambda)^{k}=$ $S \operatorname{Ker}(T S-\lambda)^{k} \subset S \operatorname{Ker}(T S-\lambda)^{k+1}$, and so

$$
x=-\lambda^{-1}(S T-\lambda) x+\lambda^{-1} S T x \in S \operatorname{Ker}(T S-\lambda)^{k+1}
$$

Hence $\operatorname{Ker}(S T-\lambda)^{k+1} S=S \operatorname{Ker}(T S-\lambda)^{k+1}$.
(iii) Since $\operatorname{Ker}(S T-\lambda)^{k}=S \operatorname{Ker}(T S-\lambda)^{k}$, we have $\operatorname{dim} \operatorname{Ker}(S T-\lambda)^{k} \leq$ $\operatorname{dim} \operatorname{Ker}(T S-\lambda)^{k}$. The equality follows by symmetry.
(ii) Let $x \in \operatorname{Ran}(S T-\lambda)^{k}$, i.e., $x=(S T-\lambda)^{k} y$ for some $y \in X$. Then $T x=T(S T-\lambda)^{k} y=(T S-\lambda)^{k} T y \in \operatorname{Ran}(T S-\lambda)^{k}$. Hence $\operatorname{Ran}(S T-\lambda)^{k} \subset$ $T^{-1} \operatorname{Ran}(T S-\lambda)^{k}$ for all $k$.

We prove the opposite inclusion by induction on $k$. This is clear for $k=0$. Suppose that $\operatorname{Ran}(S T-\lambda)^{k}=T^{-1} \operatorname{Ran}(T S-\lambda)^{k}$ and let $x \in T^{-1} \operatorname{Ran}(T S-\lambda)^{k+1}$. Then $T x=(T S-\lambda)^{k+1} y$ for some $y \in X$ and $S T x=S(T S-\lambda)^{k+1} y=(S T-$ $\lambda)^{k+1} S y \in \operatorname{Ran}(S T-\lambda)^{k+1}$.

By the induction assumption, $x \in T^{-1} \operatorname{Ran}(T S-\lambda)^{k+1} \subset T^{-1} \operatorname{Ran}(T S-$ $\lambda)^{k}=\operatorname{Ran}(S T-\lambda)^{k}$, and so $x=-\lambda^{-1}(S T-\lambda) x+\lambda^{-1} S T x \in \operatorname{Ran}(S T-\lambda)^{k+1}$. Hence $\operatorname{Ran}(S T-\lambda)^{k+1}=T^{-1} \operatorname{Ran}(T S-\lambda)^{k+1}$.
(iv) Since $\operatorname{Ran}(S T-\lambda)^{k}=T^{-1} \operatorname{Ran}(T S-\lambda)^{k}$, we have $\operatorname{codim} \operatorname{Ran}(S T-\lambda)^{k} \leq$ $\operatorname{codim} \operatorname{Ran}(T S-\lambda)^{k}$. The equality follows by symmetry.

Proposition 29. Let $T, S \in \mathcal{B}(X), \lambda \in \mathbb{C}, \lambda \neq 0$ and $k \in \mathbb{N}$. Then:
(i) $\operatorname{Ran}(T S-\lambda)^{k}$ is closed if and only if $\operatorname{Ran}(S T-\lambda)^{k}$ is closed;
(ii) $\operatorname{Ker}(T S-\lambda) \subset R^{\infty}(T S-\lambda)$ if and only if $\operatorname{Ker}(S T-\lambda) \subset R^{\infty}(S T-\lambda)$.

Proof. (i) Suppose that $\operatorname{Ran}(S T-\lambda)^{k}$ is closed. Let $x_{n} \in \operatorname{Ran}(T S-\lambda)^{k}, x_{n}=$ $(T S-\lambda)^{k} y_{n}$ for some $y_{n} \in X \quad(n=1,2, \ldots)$ and $x_{n} \rightarrow x$.

Then $S x_{n} \rightarrow S x$, where $S x_{n}=S(T S-\lambda)^{k} y_{n}=(S T-\lambda)^{k} S y_{n} \in \operatorname{Ran}(S T-$ $\lambda)^{k}$, and so $S x=(S T-\lambda)^{k} y$ for some $y \in X$. We have $T S x=T(S T-\lambda)^{k} y=$
$(T S-\lambda)^{k} T y \in \operatorname{Ran}(T S-\lambda)^{k}$. Therefore $(T S)^{j} x \in \operatorname{Ran}(T S-\lambda)^{k}$ for all $j \geq 1$. We have $(T S-\lambda)^{k} x=(-\lambda)^{k} x+\sum_{j=1}^{k}\binom{k}{j}(T S)^{j}(-\lambda)^{k-j} x$, and so $x \in \operatorname{Ran}(T S-\lambda)^{k}$.
(ii) Suppose that $\operatorname{Ker}(T S-\lambda) \subset R^{\infty}(T S-\lambda)$. It is sufficient to show that $\operatorname{Ker}(S T-\lambda) \subset \operatorname{Ran}(S T-\lambda)^{k}$ foe each $k \in \mathbb{N}$.

We have $T S \operatorname{Ker}(T S-\lambda) \subset \operatorname{Ker}(T S-\lambda) \subset \operatorname{Ran}(T S-\lambda)^{k}$, and so $\operatorname{Ker}(S T-$ $\lambda)=S \operatorname{Ker}(T S-\lambda) \subset T^{-1} \operatorname{Ran}(T S-\lambda)^{k}=\operatorname{Ran}(S T-\lambda)^{k}$.

Corollary 30. Let $T, S \in \mathcal{B}(X)$. Then $\sigma_{K}(T S) \backslash\{0\}=\sigma_{K}(S T) \backslash\{0\}$.

## 13 General inverses and Saphar operators

Let $X, Y$ be Banach spaces and $T \in \mathcal{B}(X, Y)$ an operator. An operator $S: Y \rightarrow X$ is called a generalized inverse of $T$ if $T S T=T$ and $S T S=S$.

It is easy to see that if $S: Y \rightarrow X$ is a one-sided inverse of $T$ (i.e., either $T S=I_{Y}$ or $S T=I_{X}$ ), then $S$ is a generalized inverse of $T$.

Proposition 1. Let $X, Y$ be Banach spaces, let $T: X \rightarrow Y$ be an operator. The following conditions are equivalent:
(i) $T$ has a generalized inverse;
(ii) there exists an operator $S: Y \rightarrow X$ such that $T S T=T$;
(iii) $\operatorname{Ran} T$ is closed and both $\operatorname{Ker} T$ and $\operatorname{Ran} T$ are complemented subspaces of $X$ and $Y$, respectively.

Proof. (ii) $\Rightarrow$ (i): Let $T S T=T$ for some operator $S: Y \rightarrow X$. Set $S^{\prime}=S T S$. It is easy to check that $T S^{\prime} T=T$ and $S^{\prime} T S^{\prime}=S^{\prime}$.
(i) $\Rightarrow$ (iii): Let $T S T=T$ and $S T S=S$. Then $(T S)^{2}=T S$ and $\operatorname{Ran} T \supset$ $\operatorname{Ran}(T S) \supset \operatorname{Ran}(T S T)=\operatorname{Ran} T$, so $T S$ is a projection onto $\operatorname{Ran} T$.

Similarly, $S T$ is a projection with $\operatorname{Ker}(S T)=\operatorname{Ker} T$.
(iii) $\Rightarrow$ (ii): Let $X=\operatorname{Ker} T \oplus M$ and let $P \in \mathcal{B}(Y)$ be a projection onto $\operatorname{Ran} T$. Then $T \mid M: M \rightarrow \operatorname{Ran} T$ is one-to-one and onto. Set $S=(T \mid M)^{-1} P$. Then $T S T=T(T \mid M)^{-1} P T=T$.

Corollary 2. Let $T \in \mathcal{B}\left(H_{1}, H_{2}\right)$ where $H_{1}, H_{2}$ are Hilbert spaces. Then $T$ has a generalized inverse if and only if $\operatorname{Ran} T$ is closed.

The difference between the left spectrum and the approximate point spectrum (the right spectrum and the defect spectrum) consists in the requirement that certain subspace should be complemented. This is a typical situation; frequently spectra in $\mathcal{B}(X)$ appear in pairs that differ in this way.

In this section we study the "complemented" version of the Kato operators.
Definition 3. An operator $T \in \mathcal{B}(X)$ is called Saphar if $T$ is Kato and has a generalized inverse.

Equivalently, $T$ is Saphar if and only if $T$ has a generalized inverse and $\operatorname{Ker} T \subset R^{\infty}(T)$.

Obviously, in Hilbert spaces the Saphar operators coincide with the Kato operators.

Our aim is to show that the set of all Saphar operators is a regularity. This will be an immediate consequence of the following three lemmas, which are of independent interest.
Lemma 4. Let $A \in \mathcal{B}(X)$ be a Saphar operator, let $S \in \mathcal{B}(X)$ satisfy $A S A=A$ and let $n \in \mathbb{N}$. Then $A^{n} S^{n} A^{n}=A^{n}$. In particular, $A^{n}$ is a Saphar operator.

Proof. Let $S \in \mathcal{B}(X)$ satisfy $A S A=A$. We prove by induction on $n$ that $A^{n} S^{n} A^{n}=A^{n}$.

Suppose that $n \geq 1$ and $A^{n} S^{n} A^{n}=A^{n}$. Then

$$
A^{n+1} S^{n+1} A^{n+1}=A\left(A^{n} S^{n}(S A-I)+A^{n} S^{n}\right) A^{n}
$$

Since $A^{n} S^{n} A^{n}=A^{n}$ and $A S A=A$, we can check easily (cf. the proof of Proposition 1) that $A^{n} S^{n}$ is a projection onto $\operatorname{Ran} A^{n}$ and $I-S A$ is a projection onto $\operatorname{Ker} A \subset \operatorname{Ran} A^{n}$. Thus

$$
A^{n+1} S^{n+1} A^{n+1}=A\left((S A-I)+A^{n} S^{n}\right) A^{n}=A \cdot A^{n} S^{n} A^{n}=A^{n+1}
$$

Hence $A^{n+1}$ is a Saphar operator.
Lemma 5. Let $A, B, C, D$ be mutually commuting operators on a Banach space $X$ satisfying $A C+B D=I$. Then $A B$ has a generalized inverse if and only if both $A$ and $B$ have generalized inverses.

Proof. Suppose that $A S A=A$ and $B T B=B$ for some $S, T \in \mathcal{B}(X)$. Then

$$
\begin{aligned}
A B T S A B & =A B T(C A+B D) S A B=A B T C A S A B+A B T B D S A B \\
& =A B T C A B+A B D S A B=A B T(I-B D) B+A(I-A C) S A B \\
& =A B T B-A B T B D B+A S A B-A C A S A B \\
& =A B-A B D B+A B-A C A B=2 A B-A(B D+C A) B=A B
\end{aligned}
$$

For the converse, let $A B Z A B=A B$ for some $Z \in \mathcal{B}(X)$. Then

$$
\begin{aligned}
A(C+B Z(I-A C)) A & =A C A+A B Z A-A B Z A C A \\
& =A C A+A B Z A(I-C A) \\
& =A C A+A B Z A B D=A C A+A B D=A
\end{aligned}
$$

and similarly, $B(D+A Z(I-B D)) B=B$.
Lemma 6. Let $T \in \mathcal{B}(X)$ be a Saphar operator. Then there exists $\varepsilon>0$ such that $T-U$ has a generalized inverse for every operator $U \in \mathcal{B}(X)$ commuting with $T$ such that $\|U\|<\varepsilon$.

More precisely, if $T$ is Kato, $T S T=T, U T=T U$ and $\|U\|<\|S\|^{-1}$, then $(T-U) S(I-U S)^{-1}(T-U)=T-U$.

Proof. Let $T S T=T, U T=T U$ and $\|U\|<\|S\|^{-1}$.
We first prove by induction on $n$ that $U(S U)^{n} \operatorname{Ker} T \subset \operatorname{Ker} T^{n+1}$. This is clear for $n=0$. Suppose that $U(S U)^{n-1} \operatorname{Ker} T \subset \operatorname{Ker} T^{n} \subset \operatorname{Ran} T$ and let $z \in \operatorname{Ker} T$. Then $U(S U)^{n-1} z=T v$ for some $v \in X$, and

$$
T^{n+1} U(S U)^{n} z=T^{n+1} U S T v=T^{n} U T S T v=T^{n} U T v=U T^{n} U(S U)^{n-1} z=0
$$

by the induction assumption. Thus $U(S U)^{n} \operatorname{Ker} T \subset \operatorname{Ker} T^{n+1}$ for all $n$.
Since $I-S T$ is a projection onto $\operatorname{Ker} T$, we have

$$
U(S U)^{n}(I-S T) X \subset \operatorname{Ker} T^{n+1} \subset \operatorname{Ran} T \quad(n \geq 0)
$$

and so

$$
(I-T S) U(S U)^{n}(I-S T)=0 \quad(n \geq 0)
$$

Then

$$
\begin{aligned}
&(T-U) S(I-U S)^{-1}(T-U)=(T-U) S \sum_{i=0}^{\infty}(U S)^{i}(T-U) \\
&= T S T-U S T-T S U+T S U S T \\
&+\sum_{i=0}^{\infty}\left(T S(U S)^{i+2} T-U S(U S)^{i+1} T-T S(U S)^{i+1} U+U S(U S)^{i} U\right) \\
&= T-U S T-T S U+T S U S T+\sum_{i=0}^{\infty}(I-T S)(U S)^{i+1} U(I-S T) \\
&=T-U+(I-T S) U(I-S T)=T-U .
\end{aligned}
$$

Hence $T-U$ has a generalized inverse.
Theorem 7. The set of all Saphar operators in $X$ is a regularity satisfying (P3) (upper semi-continuity on commuting elements).

Proof. The proof follows immediately from Theorem 6.12 and the preceding three lemmas.

For $T \in \mathcal{B}(X)$ denote by $\sigma_{\text {Sap }}(T)=\{\lambda \in \mathbb{C}: T-\lambda$ is not Saphar $\}$ the corresponding spectrum. Property (P3) implies that $\sigma_{\text {Sap }}(T)$ is always a compact set. Further, $\partial \sigma(T) \subset \sigma_{K}(T) \subset \sigma_{\text {Sap }}(T)$, and so $\sigma_{\text {Sap }}(T)$ is non-empty.

If $X=X_{1} \oplus X_{2}$ is a decomposition of $X$ and $T_{1} \in \mathcal{B}\left(X_{1}\right)$, then it is easy to verify that $T_{1}$ is Saphar if and only if $T_{1} \oplus I_{X_{2}}$ is Saphar. By Theorem 6.8, this gives the spectral mapping property.

Corollary 8. Let $T \in \mathcal{B}(X)$. Then $\sigma_{\text {Sap }}(f(T))=f\left(\sigma_{\text {Sap }}(T)\right)$ for every function $f$ analytic on a neighbourhood of $\sigma(T)$.

If $T$ is a Saphar operator, then $T-z$ is Saphar, and therefore has a generalized inverse, for every $z$ in a certain neighbourhood of 0 . In fact, the generalized inverse can be chosen in such a way that it depends analytically on $z$.

Theorem 9. Let $T \in \mathcal{B}(X)$. The following conditions are equivalent:
(i) $T$ is Saphar;
(ii) there exist a neighbourhood $U \subset \mathbb{C}$ of 0 and an analytic function $S: U \rightarrow$ $\mathcal{B}(X)$ such that $(T-z) S(z)(T-z)=T-z$.

More precisely, it is possible to take $S(z)=S(I-z S)^{-1}=\sum_{i=0}^{\infty} S^{i+1} z^{i}$ for $|z|<\|S\|^{-1}$, where $S$ is a generalized inverse of $T$.

Proof. (i) $\Rightarrow$ (ii): Let $S \in \mathcal{B}(X)$ satisfy $T S T=T$. For $|z|<\|S\|^{-1}$ set $S(z)=$ $S(I-z S)^{-1}$. By Lemma $6,(T-z) S(z)(T-z)=T-z$ for all $|z|<\|S\|^{-1}$.
(ii) $\Rightarrow$ (i): Let $S(z)$ be a function analytic on a neighbourhood $U$ of 0 satisfying $(T-z) S(z)(T-z)=T-z \quad(z \in U)$. It is sufficient to show that $\operatorname{Ker} T \subset$ $R^{\infty}(T)$. Let $x \in \operatorname{Ker} T$. Since $T S(0) T=T, I-S(0) T$ is a projection onto $\operatorname{Ker} T$. Set $g(z)=(I-S(z)(T-z)) x \quad(z \in U)$. Clearly, $(T-z) g(z)=0 \quad(z \in U)$ and $g(0)=x$. Let $g(z)=\sum_{i=0}^{\infty} x_{i} z^{i}$ be the Taylor expansion of $g$ about 0 . The above relations give $x_{0}=x$ and $T x_{i}=x_{i-1} \quad(i \geq 1)$. Thus $x=x_{0}=T x_{1}=T^{2} x_{2}=\cdots$, and so $x \in R^{\infty}(T)$.

The next theorem shows that it is possible to find a global analytic general inverse of $T-z$.

Theorem 10. Let $T \in \mathcal{B}(X)$. Let $G=\{z \in \mathbf{C}: T-z$ is Saphar $\}$. Then there exists an analytic function $S: G \rightarrow \mathcal{B}(X)$ such that

$$
(T-z) S(z)(T-z)=T-z
$$

and

$$
S(z)(T-z) S(z)=S(z) \quad(z \in G)
$$

Proof. The set $G$ is open by Theorem 9. For $z \in G$ let $\Phi(z): \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be the operator defined by

$$
\Phi(z) A=(T-z) A(T-z) \quad(A \in \mathcal{B}(X))
$$

Evidently, $\Phi: G \rightarrow \mathcal{B}(\mathcal{B}(X))$ is an analytic function and $T-z \in \operatorname{Ran} \Phi(z)$ for all $z \in G$.

We show that $\Phi$ is regular at each point $\lambda \in G$. By Theorem 9 , there is a neighbourhood $U$ of $\lambda$ and an analytic function $S_{1}: U \rightarrow \mathcal{B}(X)$ such that $(T-z) S_{1}(z)(T-z)=T-z \quad(z \in U)$. For $z \in U$ let $\Psi(z): \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ be the operator defined by $\Psi(z) A=(T-z) S_{1}(z) A S_{1}(z)(T-z)-A$. It is clear that $\Psi$ is analytic and $\Psi(z) \Phi(z)=0 \quad(z \in U)$. If $A \in \operatorname{Ker} \Psi(z)$, then $A=$ $(T-z) S_{1}(z) A S_{1}(z)(T-z) \in \operatorname{Ran} \Phi(z)$ for all $z \in U$.

Thus $\operatorname{Ran} \Phi(z)=\operatorname{Ker} \Psi(z)$ and $\Phi$ is regular in $U$ by Theorem 11.10.
Hence $\Phi$ is regular in $G$. By Theorem 11.12, there exists an analytic function $S_{2}: G \rightarrow \mathcal{B}(X)$ such that $\Phi(z) S_{2}(z)=T-z$, i.e., $(T-z) S_{2}(z)(T-z)=T-z$ for $z \in G$. Set

$$
S(z)=S_{2}(z)(T-z) S_{2}(z) \quad(z \in G)
$$

Then

$$
(T-z) S(z)(T-z)=(T-z) S_{2}(z)(T-z) S_{2}(z)(T-z)=T-z
$$

and

$$
\begin{aligned}
S(z)(T-z) S(z) & =S_{2}(z)(T-z) S_{2}(z)(T-z) S_{2}(z)(T-z) S_{2}(z) \\
& =S_{2}(z)(T-z) S_{2}(z)=S(z)
\end{aligned}
$$

for all $z \in G$.
Proposition 11. Let $T, S \in \mathcal{B}(X), \lambda \in \mathbb{C}, \lambda \neq 0$. Then $T S-\lambda$ has a generalized inverse if and only is $S T-\lambda$ has a generalized inverse.

Proof. Let $A \in \mathcal{B}(X)$ satisfy $(T S-\lambda) A(T S-\lambda)=T S-\lambda$. Set $B=-\lambda^{-1} I+$ $\lambda^{-1} S A T$. Then

$$
\begin{aligned}
(S T-\lambda) B(S T-\lambda) & =\lambda^{-1}(S T-\lambda) S A T(S T-\lambda)-\lambda^{-1}(S T-\lambda)^{2} \\
& =\lambda^{-1} S(T S-\lambda) A(T S-\lambda) T-\lambda^{-1}(S T-\lambda)^{2} \\
& =\lambda^{-1} S(T S-\lambda) T-\lambda^{-1}(S T)^{2}+2 S T-\lambda=S T-\lambda .
\end{aligned}
$$

Corollary 12. Let $T, S \in \mathcal{B}(X)$. Then $\sigma_{\text {Sap }}(S T) \backslash\{0\}=\sigma_{\text {Sap }}(T S) \backslash\{0\}$.
Theorem 9 enables us to extend the notion of Saphar spectrum for elements in a Banach algebra.

Let $\mathcal{A}$ be a Banach algebra, $a, b \in \mathcal{A}$. As in the case of operators, we say that $b$ is a generalized inverse of $a$ if $a b a=a$ and $b a b=b$.

Definition 13. An element $a$ in a Banach algebra $\mathcal{A}$ is called Saphar if there exist a neighbourhood $U$ of 0 in $\mathbb{C}$ and an analytic function $f: U \rightarrow \mathcal{A}$ such that $(a-z) f(z)(a-z)=a-z \quad(z \in U)$.

For the study of Saphar elements in a Banach algebra $\mathcal{A}$ it is useful to consider the operator of left multiplication $L_{a}: \mathcal{A} \rightarrow \mathcal{A}$ defined by $L_{a} x=a x \quad(x \in \mathcal{A})$. Clearly, if $a \in \mathcal{A}$ is Saphar, then $L_{a}$ is also Saphar (as an element of $\mathcal{B}(\mathcal{A})$ ). The opposite is not true: let $\mathcal{A}$ be the algebra of all power series $\sum_{i=0}^{\infty} \alpha_{i} a^{i}$ with complex coefficients $\alpha_{i}$ such that $\left\|\sum_{i=0}^{\infty} \alpha_{i} a^{i}\right\|=\sum\left|\alpha_{i}\right|<\infty$. Then $L_{a}$ is bounded below and $\operatorname{Ran} L_{a}$ is complemented in $\mathcal{A}$, since it is of codimension 1. Thus $L_{a}$ is Saphar. On the other hand, $a b a \in a^{2} \mathcal{A}$ for every $b \in \mathcal{A}$, so $a$ has no generalized inverse and thus it is not Saphar.

We have the following characterization:
Theorem 14. An element $a \in \mathcal{A}$ is Saphar if and only if it has a generalized inverse and Ker $L_{a} \subset R^{\infty}\left(L_{a}\right)$.

Proof. If $a \in \mathcal{A}$ is Saphar, then it has a generalized inverse and $L_{a}$ is Saphar, so $\operatorname{Ker} L_{a} \subset R^{\infty}\left(L_{a}\right)$.

Conversely, let $a$ have a generalized inverse $b \in \mathcal{A}$. Then $L_{b}$ is a generalized inverse of $L_{a}$ and $L_{a}$ is Saphar. By Theorem $9, \sum_{i=0}^{\infty} L_{b}^{i+1} z^{i}$ is an analytically dependant generalized inverse of $L_{a}-z$ for $|z|<\left\|L_{b}\right\|^{-1}=\|b\|^{-1}$. Note that $\sum_{i=0}^{\infty} L_{b}^{i+1} z^{i}=L_{b(z)}$ where $b(z)=\sum_{i=0}^{\infty} b^{i+1} z^{i}$, and so $b(z)$ is a generalized inverse of $a-z$ depending analytically on $z$.

Theorem 15. The set of all Saphar elements in a Banach algebra $\mathcal{A}$ is a regularity satisfying (P3) (upper semicontinuity on commuting elements).

Proof. Recall that $a \in \mathcal{A}$ is Saphar if and only if it has a generalized inverse and $L_{a}$ is Kato. The Kato operators form a regularity satisfying (P3), see Theorem 12.9. To prove that the set of all Saphar elements satisfies the conditions of Theorem 6.12 it is sufficient to show:
(a) $a$ is Saphar, $n \in \mathbb{N} \Rightarrow a^{n}$ has a generalized inverse;
(b) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ such that $a c+b d=1$, then $a b$ has a generalized inverse $\Longleftrightarrow a, b$ have generalized inverses;
(c) if $a \in \mathcal{A}$ is Saphar, then there exists $\varepsilon>0$ such that $u \in \mathcal{A}$, $u a=a u$ and $\|u\|<\varepsilon$ implies that $a-u$ has a generalized inverse.

Note that an element $x \in \mathcal{A}$ has a generalized inverse if and only if $L_{x}$ has a generalized inverse which belongs to the set $\left\{L_{y}: y \in \mathcal{A}\right\}$. This is really the case if we apply Lemmas 4,5 and 6 to the operators of left multiplication. In this way we obtain (a), (b) and (c), which finishes the proof.

It is easy to see that Proposition 11 and Corollary 12 are also true for elements of a Banach algebra.

In commutative Banach algebras the class of Saphar elements coincides with the invertible elements.

Theorem 16. Let $\mathcal{A}$ be a commutative Banach algebra. An element $a \in \mathcal{A}$ is Saphar if and only if it is invertible.

Proof. Clearly, invertible elements are Saphar.
Let $a \in \mathcal{A}$ be Saphar and let $b(z)=\sum_{i=0}^{\infty} b_{i} z^{i}$ be a function analytic on a neighbourhood of 0 satisfying $(a-z) b(z)(a-z)=a-z$. Comparing the coefficients at $z$ we get $-1=a^{2} b_{1}-2 a b_{0}=a\left(a b_{1}-2 b_{0}\right)$. Hence $a$ is invertible.

## 14 Local spectrum

Further important examples of regularities are provided by local spectra.
Let $x$ be a vector in a Banach space $X$. Denote by $R_{x}(X)$ the set of all operators $T \in \mathcal{B}(X)$ for which there exists a neighbourhood $U$ of 0 in $\mathbb{C}$ and an analytic function $f: U \rightarrow X$ such that $(T-z) f(z)=x \quad(z \in U)$.

If $f(z)=\sum_{i=0}^{\infty} x_{i+1} z^{i}$ is the Taylor expansion of $f$ in a neighbourhood of 0 , then $(T-z) f(z)=T x_{1}+\sum_{i=1}^{\infty} z^{i}\left(T x_{i+1}-x_{i}\right)$, so $T x_{i+1}=x_{i} \quad(i=1,2, \ldots)$ and $T x_{1}=x$. Thus $T \in R_{x}(X)$ if and only if there exist vectors $x_{1}, x_{2}, \cdots \in X$ such that $T x_{i}=x_{i-1} \quad(i=1,2, \ldots)$, where $x_{0}=x$, and $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty$.

We start with the following lemma which is a refined formulation of Lemma 12.8 (ii).

Lemma 1. Let $A, B, C, D$ be mutually commuting operators on a Banach space $X$ such that $A C+B D=I$ and let $u, v \in X$ satisfy $A u=B v$. Then there exists $w \in X$ such that $A w=v, B w=u$ and $\|w\| \leq(\|C\|+\|D\|) \cdot \max \{\|u\|,\|v\|\}$.

Proof. Set $w=D u+C v$. Then $\|w\| \leq(\|C\|+\|D\|) \cdot \max \{\|u\|,\|v\|\}, A w=$ $A D u+A C v=A D u+(I-B D) v=D A u+v-D B v=v$ and similarly, $B w=$ $B D u+B C v=u-A C u+B C v=u$.

Theorem 2. Let $x$ be a vector in a Banach space $X$. Then $R_{x}(X)$ is a regularity. Moreover, for each $T \in R_{x}(X)$ there exists $\varepsilon>0$ such that $T+U \in R_{x}(X)$ for all $U \in \mathcal{B}(X)$ commuting with $T$ such that $\|U\|<\varepsilon$.

Thus $R_{x}(X)$ satisfies (P3) (upper semicontinuity on commuting elements).
Proof. Clearly $I \in R_{x}(X)$, and so $R_{x}(X)$ is non-empty.
Suppose that $T \in R_{x}(X)$ and let $n$ be a positive integer. Write $x_{0}=x$ and let $x_{i} \in X$ satisfy $T x_{i}=x_{i-1} \quad(i=1,2, \ldots)$ and $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty$. Set $y_{i}=x_{n i} \quad(i=0,1, \ldots)$. Then $T^{n} y_{i}=y_{i-1} \quad(i=1,2, \ldots), y_{0}=x$ and

$$
\sup _{i \geq 1}\left\|y_{i}\right\|^{1 / i} \leq\left(\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}\right)^{n}<\infty
$$

Thus $T^{n} \in R_{x}(X)$.
Let $A B=B A \in R_{x}(X)$. Let $x_{i} \in X$ satisfy $A B x_{i}=x_{i-1} \quad(i=1,2, \ldots)$ with $x_{0}=x$ and let $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty$. Set $y_{i}=B^{i} x_{i}$. Then $y_{0}=x, A y_{i}=$ $A B^{i} x_{i}=B^{i-1} x_{i-1}=y_{i-1} \quad(i=1,2, \ldots)$ and

$$
\sup _{i \geq 1}\left\|y_{i}\right\|^{1 / i} \leq\|B\| \cdot \sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty
$$

Thus $A \in R_{x}(X)$ and similarly $B \in R_{x}(X)$. In particular, $T^{n} \in R_{x}(X)$ implies $T \in R_{x}(X)$.

Let $A, B, C, D$ be mutually commuting operators with $A C+B D=I$ and let $A, B \in R_{x}$. Let $x_{i, 0}, x_{0, j} \in X \quad(i, j=1,2, \ldots)$ satisfy $A x_{i, 0}=x_{i-1,0}, B x_{0, j}=$ $x_{0, j-1} \quad(i, j \geq 1)$, where $x_{0,0}=x$ and $\left\|x_{i, 0}\right\| \leq k^{i},\left\|x_{0, j}\right\| \leq k^{j}$ for some $k, 1 \leq k<$ $\infty$. Using Lemma 1 inductively, we can construct elements $x_{i, j}=D x_{i-1, j}+C x_{i, j-1}$ such that $A x_{i, j}=x_{i-1, j}, B x_{i, j}=x_{i, j-1}$ and

$$
\left\|x_{i, j}\right\| \leq(\|C\|+\|D\|) \cdot \max \left\{\left\|x_{i, j-1}\right\|,\left\|x_{i-1, j}\right\|\right\} \quad(i, j \geq 1)
$$

It is easy to show by induction that $\left\|x_{i, j}\right\| \leq(k \cdot \max \{1,\|C\|+\|D\|\})^{i+j}\|x\|$. Set $y_{i}=x_{i, i}$. Then $A B y_{i}=y_{i-1}, y_{0}=x$ and $\sup \left\|y_{i}\right\|^{1 / i}<\infty$, so $A B \in R_{x}$. Hence $R_{x}$ is a regularity.

To prove property (P3), let $T \in R_{x}(X)$, let $x_{i} \in X$ satisfy $T x_{i}=x_{i-1} \quad(i=$ $1,2, \ldots), x_{0}=x$ and $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}=k<\infty$. Let $U \in \mathcal{B}(X), U T=T U$ and $\|U\|<k^{-1}$. Set $g(\lambda)=\sum_{i=0}^{\infty}(\lambda-U)^{i} x_{i+1}$. This series is convergent for $|\lambda|<$ $k^{-1}-\|U\|$ and we have

$$
(T+U-\lambda) g(\lambda)=T x_{1}+\sum_{i=1}^{\infty} T(\lambda-U)^{i} x_{i+1}-\sum_{i=0}^{\infty}(\lambda-U)^{i+1} x_{i+1}=T x_{1}=x
$$

Thus $T+U \in R_{x}(X)$.
Denote by $\gamma_{x}$ the spectrum corresponding to the regularity $R_{x}(X)$. Since $R_{x}(X)$ satisfies (P3), $\gamma_{x}(T)$ is always closed. Obviously, $\gamma_{x}(T) \subset \sigma(T)$.

Remark 3. The standard notation is $\gamma_{T}(x)$. For our approach, however, the notation $\gamma_{x}(T)$ seems to be more natural. The set $\gamma_{x}(T)$ is called the local spectrum of $T$ at $x$.

Corollary 4. Let $x$ be a vector in a Banach space $X$, let $T \in \mathcal{B}(X)$. Then

$$
\gamma_{x}(f(T))=f\left(\gamma_{x}(T)\right)
$$

for each function $f$ analytic on a neighbourhood of $\sigma(T)$ which is non-constant on every component of its domain of definition.

Examples 5. (i) $\gamma_{x}(T)$ can be empty.
Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i}: i \geq 0\right\}$, let $S$ be the unilateral shift $\left(S e_{i}=e_{i+1}\right)$ and let $S^{*}$ be its adjoint, $S^{*} e_{i}=e_{i-1} \quad(i \geq 1)$, $S^{*} e_{0}=0$. Clearly, $S^{*} S=I$. Let $x=\sum_{i=0}^{\infty} 2^{-i} e_{i}$. Then $S^{*} x=\frac{x}{2}$. For $|z|>1 / 2$ set $f(z)=-\sum_{i=0}^{\infty} \frac{S^{* i} x}{z^{i+1}}$. Clearly,

$$
\left(S^{*}-z\right) f(z)=-\sum_{i=0}^{\infty} \frac{S^{* i+1} x}{z^{i+1}}+\sum_{i=0}^{\infty} \frac{S^{* i} x}{z^{i}}=x \quad(|z|>1 / 2)
$$

Further, set $g(z)=\sum_{i=0}^{\infty} S^{i+1} x z^{i}$. This sum is convergent for $|z|<1$ and

$$
\left(S^{*}-z\right) g(z)=\sum_{i=0}^{\infty} S^{i} x z^{i}-\sum_{i=0}^{\infty} S^{i+1} x z^{i+1}=x
$$

Hence $\gamma_{x}\left(S^{*}\right)=\emptyset$.
(ii) The previous example also shows that in general it is not possible to find a global analytic solution of the equation $\left(S^{*}-z\right) h(z)=x \quad\left(z \notin \gamma_{x}(T)\right)$.

Suppose on the contrary that there exists an entire function $h$ satisfying $\left(S^{*}-z\right) h(z)=x \quad(z \in \mathbb{C})$. Since for $|z|>1=r\left(S^{*}\right)$ the function $h$ is uniquely determined by $h(z)=\left(S^{*}-z\right)^{-1} x$ and $\left(S^{*}-z\right)^{-1} x \rightarrow 0$ as $z \rightarrow \infty$, the Liouville theorem gives $h \equiv 0$. So $x=0$, a contradiction.
(iii) The assumption in Corollary 4 that $f$ is non-constant on each component is really necessary, since $\gamma_{x}(T)$ might be empty and $\gamma_{x}(I) \neq \emptyset$.
(iv) $R_{x}(X)$ does not satisfy (P2) (upper semicontinuity of $\gamma_{x}$ ). To see this, consider a 2-dimensional space $X$ with a basis $x, y$, and let

$$
T=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

Then $T \in R_{x}(X)$ and

$$
\left(\begin{array}{ll}
1 & 0 \\
\varepsilon & 0
\end{array}\right) \notin R_{x}(X)
$$

for each $\varepsilon>0$. Hence $R_{x}(X)$ is not open, and so $\gamma_{x}$ does not satisfy (P2).
(v) $R_{x}(X)$ does not satisfy (P4) (continuity on commuting elements).

Consider the operator $S^{*}$ and the vector $x$ from (i). Then $\frac{S^{*}}{n} \rightarrow 0$ and $\gamma_{x}\left(\frac{S^{*}}{n}\right)=\emptyset$ for all $n$. On the other hand, $\gamma_{x}(0)=\{0\} \neq \emptyset$.
(vi) $R_{x}$ does not satisfy (P1):

Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i, j}: i \geq 0\right.$ or $\left.j \geq 0\right\}$ and let the operators $A, B \in \mathcal{B}(H)$ be defined by $A e_{i, j}=e_{i+1, j}, B e_{i, j}=e_{i, j+1}$. It is clear that $A B=B A$. Let $x=e_{0,0}$. It is easy to see that $A, B \in R_{x}$ and $A B \notin R_{x}$, since $x \notin \operatorname{Ran}(A B)$.

Consider now the subset $R(X) \subset \mathcal{B}(X)$ defined by: $T \notin R(X)$ if and only if there exists a function $f: U \longrightarrow X$ analytic on a neighbourhood $U$ of 0 such that $f$ is not identically equal to 0 and $(T-z) f(z)=0 \quad(z \in U)$.

As above, it is easy to see that $T \notin R(X)$ if and only if there exist vectors $x_{i} \in X \quad(i=1,2, \ldots)$ not all of them equal to 0 such that $T x_{i}=x_{i-1} \quad(i=$ $1,2, \ldots$ ), where $x_{0}=0$ and $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty$. We can assume that $x_{1} \neq 0$.

Evidently, if $T \notin R(X)$, then there is an open neighbourhood of 0 consisting of eigenvalues of $T$. The simplest example of an operator $T \notin R(X)$ is the backward shift.

Theorem 6. $R(X)$ is a regularity.
Proof. The set $R(X)$ is non-empty, since $I \in R(X)$.
Let $A, B \in \mathcal{B}(X), A B=B A \notin R(X)$. We prove that either $A \notin R(X)$ or $B \notin R(X)$. Let $x_{i} \in X$ satisfy $A B x_{i}=x_{i-1} \quad(i=1,2, \ldots)$, where $x_{0}=0, x_{1} \neq 0$ and $\sup _{i \geq 1}\left\|x_{i}\right\|^{1 / i}<\infty$. Set $u_{i}=B^{i} x_{i} \quad(i=0,1, \ldots)$. Then $u_{0}=0, A u_{i}=u_{i-1}$ for all $i \geq 1$ and $\sup _{i \geq 1}\left\|u_{i}\right\|^{1 / i}<\infty$. If $u_{1} \neq 0$, then $A \notin R(X)$.

Suppose on the contrary that $u_{1}=B x_{1}=0$. Set $v_{0}=0, v_{i}=A^{i-1} x_{i}$ for all $i \in \mathbb{N}$. Then $B v_{i}=v_{i-1} \quad(i=1,2, \ldots), \sup _{i>1}\left\|v_{i}\right\|^{1 / i}<\infty$ and $v_{1}=x_{1} \neq 0$. Thus $B \notin R(X)$. Hence $A, B \in R(X), A B=B \bar{A}$ implies $A B \in R(X)$.

In particular, $A \in R(X) \Rightarrow A^{n} \in R(X)$ for all $n$.
Let $A \notin R(X)$ and let $x_{i} \in X$ satisfy the conditions required. Then $y_{i}=x_{n i}$ satisfy all the required conditions for $A^{n}$, and so $A^{n} \notin R(X)$. Hence $A^{n} \in R(X) \Rightarrow$ $A \in R(X)$.

Suppose that $A, B, C, D$ are mutually commuting operators satisfying $A C+$ $B D=I$ and $A \notin R(X)$. Let $x_{i, 0} \in X$ satisfy $A x_{i, 0}=x_{i-1,0}$ for all $i=1,2, \ldots$, $x_{0,0}=0, x_{1,0} \neq 0$ and $\sup _{i \geq 1}\left\|x_{i, 0}\right\|^{1 / i}<\infty$.

Set $x_{0, j}=0 \quad(j=0,1, \ldots)$. Using Lemma 1 inductively, we construct vectors $x_{i, j}=D x_{i-1, j}+C x_{i, j-1} \quad(i, j \in \mathbb{N})$. As in the proof of Theorem 2 we can show that $A B x_{i, i}=x_{i-1, j-1} \quad(i \geq 1), x_{1,1} \neq 0$ and $\sup _{i}\left\|x_{i, i}\right\|^{1 / i}<\infty$. Thus $A B \notin$ $R(X)$ and $A B \in R(X) \Rightarrow A, B \in R(X)$.

Hence $R(X)$ is a regularity.
Denote by $S_{0}(T)$ the spectrum of $T$ corresponding to the regularity $R(X)$. Clearly $S_{0}(T)$ is the union of all open subsets $U \subset \mathbb{C}$ for which there is an analytic function $f: U \rightarrow X$ not identically equal to 0 satisfying $(T-z) f(z)=0 \quad(z \in U)$. Obviously, $S_{0}(T)$ is contained in the point spectrum of $T$. In general, $S_{0}(T)$ is not closed (on the contrary, it is always open), and so $R(X)$ cannot satisfy (P2), (P3) or (P4). Neither does $R(X)$ satisfy (P1). To see this, let $X$ be a separable Hilbert space, $A=0$ and let $B$ be the backward shift. It is easy to see that $0=A B \in R(X)$ and $B \notin R(X)$.

The closure of $S_{0}(T)$ is called the analytic residuum of $T$ and denoted by $S(T)$. An operator $T$ is said to have the single value extension property (SVEP) if $S_{0}(T)$ is empty.

Corollary 7. Let $T \in \mathcal{B}(X)$ and let $f$ be a function analytic on a neighbourhood of $\sigma(T)$ which is non-constant on each component of its domain of definition. Then

$$
S_{0}(f(T))=f\left(S_{0}(T)\right) \quad \text { and } \quad S(f(T))=f(S(T))
$$

The set $S(T) \cup \gamma_{x}(T)$ will be denoted by $\sigma_{x}(T)$; this set is also called the local spectrum (the standard notation is again rather $\sigma_{T}(x)$ instead of $\sigma_{x}(T)$ ).

Proposition 8. Let $T \in \mathcal{B}(X), x \in X, x \neq 0$. Then $S_{0}(T) \cup \gamma_{x}(T) \neq \emptyset$. In particular, $\sigma_{x}(T) \neq \emptyset$.

Proof. Suppose on the contrary that $S_{0}(T) \cup \gamma_{x}(T)=\emptyset$. Then for every $w \in \mathbb{C}$ there exists a neighbourhood $U_{w}$ of $w$ and an analytic function $f_{w}: U_{w} \rightarrow X$ such that $(T-z) f_{w}(z)=x \quad\left(z \in U_{w}\right)$. Since $S_{0}(T)=\emptyset$, functions $f_{w}$ and $f_{w^{\prime}}$ coincide on $U_{w} \cap U_{w^{\prime}} \quad\left(w, w^{\prime} \in \mathbb{C}\right)$, so we have an entire function $f: \mathbb{C} \rightarrow X$ such that $(T-z) f(z)=x \quad(\lambda \in \mathbb{C})$.

For $|z|>r(T)$ we have $f(z)=(T-z)^{-1} x$, so $\lim _{z \rightarrow \infty} f(\lambda)=0$. By the Liouville theorem, $f \equiv 0$, and so $x=0$, a contradiction.

Theorem 9. Let $T \in \mathcal{B}(X), x \in X, x \neq 0$ and let $f$ be a locally non-constant function analytic on a neighbourhood of $\sigma(T)$. Then

$$
S_{0}(f(T)) \cup \gamma_{x}(f(T))=f\left(S_{0}(T)\right) \cup f\left(\gamma_{x}(T)\right) \quad \text { and } \quad \sigma_{x}(f(T))=f\left(\sigma_{x}(T)\right)
$$

Proof. Since $R_{x}(X) \cap R(X)$ is a regularity, we have

$$
S_{0}(f(T)) \cup \gamma_{x}(f(T))=f\left(S_{0}(T)\right) \cup f\left(\gamma_{x}(T)\right)
$$

Taking closures on both sides we get

$$
\sigma_{x}(f(T))=\overline{f\left(S_{0}(T)\right)} \cup f\left(\gamma_{x}(T)\right)=f\left(\overline{S_{0}(T)}\right) \cup f\left(\gamma_{x}(T)\right)=f\left(\sigma_{x}(T)\right)
$$

Example 10. (i) The assumption that $f$ is locally non-constant is really necessary. This does not contradict to Theorem 6.8 since $\sigma_{x}(T)$ is non-empty only for $x \neq 0$; if $x=0$, then $\sigma_{x}(T)$ can be either empty or non-empty.

For an example, let $S^{*}$ be the backward shift on a separable Hilbert space $H$ and let $u$ be a non-zero vector in $H$. Consider $T=S^{*} \oplus 2 I \in \mathcal{B}(H \oplus H)$ and $x=0 \oplus u$. It is easy to verify that $S(T)=\{z \in \mathbb{C}:|z| \leq 1\}$ and $\gamma_{x}(T)=\{2\}$. Let $f=0$ on a neighbourhood of $\{z:|z| \leq 1\}$ and $f=1$ on a neighbourhood of $\{2\}$. Then $f\left(\sigma_{x}(T)\right)=\{0\} \cup\{2\}$. Further, $f(T)=0 \oplus 2 I, S(f(T))=\emptyset$ and $\sigma_{x}(f(T))=\gamma_{x}(f(T))=\{2\}$. Hence $\sigma_{x}(f(T)) \neq f\left(\sigma_{x}(T)\right)$.
(ii) The local spectrum has a natural meaning for normal operators. Let $T=\int z \mathrm{~d} E(z)$ be a normal operator on a Hilbert space $H$, let $x \in H$. Then $T$ has SVEP and $\sigma_{x}(T)$ is the support of the scalar measure $\|E(\cdot) x\|^{2}=\langle E(\cdot) x, x\rangle$.

Proposition 11. Let $T, U \in \mathcal{B}(X)$. Then $S_{0}(T U)=S_{0}(U T)$ and $S(T U)=S(U T)$.
Proof. Let $\lambda \in \mathbb{C}, \lambda \neq 0$. Suppose that $\lambda \in S_{0}(T U)$. Then there are $x_{1}, x_{2}, \cdots \in X$ such that $x_{1} \neq 0,(T U-\lambda) x_{i}=x_{i-1}(i \geq 2),(T U-\lambda) x_{1}=0$ and $\sup \left\|x_{i}\right\|^{1 / i}<\infty$.

Set $y_{i}=U x_{i} \quad(i=1,2, \ldots)$. For $i \geq 2$ we have $(U T-\lambda) y_{i}=(U T-\lambda) U x_{i}=$ $U(T U-\lambda) x_{i}=U x_{i-1}=y_{i-1}$ and $(U T-\lambda) y_{1}=U(T U-\lambda) x_{1}=0$. Further, $T U x_{1}=\lambda x_{1} \neq 0$, and so $y_{1}=U x_{1} \neq 0$. Clearly sup $\left\|y_{i}\right\|^{1 / i}<\infty$. Hence for $\lambda \neq 0$ we have $\lambda \in S_{0}(T U) \Leftrightarrow \lambda \in S_{0}(U T)$.

The same equivalence is true also for $\lambda=0$. Let $0 \in S_{0}(T U)$. Let $x_{i} \in X$ satisfy $T U x_{i}=x_{i-1} \quad(i \geq 2), T U x_{1}=0, x_{1} \neq 0$ and $\sup \left\|x_{i}\right\|^{1 / i}<\infty$. Set $y_{i}=U x_{i}$. Then $U T y_{i}=U T U x_{i}=U x_{i-1}=y_{i-1} \quad(i \geq 2)$ and $U T y_{1}=U T U x_{1}=$ 0 . We have sup $\left\|y_{i}\right\|^{1 / i}<\infty$ and $T y_{2}=T U x_{2}=x_{1} \neq 0$. Hence $y_{2} \neq 0$ and $0 \in S_{0}(U T)$.

Definition 12. Let $T$ be an operator on a Banach space $X$ and let $x \in X$. The local spectral radius $r_{x}(T)$ is defined by $r_{x}(T)=\lim \sup _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}$.

The standard notation of the local spectral radius is $r(T, x)$; we choose the present notation in order to have an agreement with the notation for the local spectra.

The formula defining the local spectral radius is similar to the spectral radius formula $r(T)=\lim \left\|T^{n}\right\|^{1 / n}$. It is easy to see that in general the limit $\lim \left\|T^{n} x\right\|^{1 / n}$ does not exist. The meaning of the local spectral radius is the following: the series $f(z)=-\sum_{i=0}^{\infty} \frac{T^{i} x}{z^{i+1}}$ is convergent for $|z|>r_{x}(T)$ and $(T-z) f(z)=x$; for $|z|>r(T)$ we have $f(z)=(T-z)^{-1} x$.

The connection between the local spectral radius and the local spectra is the following:

Theorem 13. Let $T \in \mathcal{B}(X)$ and $x \in X$. Then

$$
\max \left\{|\lambda|: \lambda \in \gamma_{x}(T)\right\} \leq r_{x}(T) \leq \max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}
$$

(if $\gamma_{x}(T)=\emptyset$, then the left maximum is considered to be 0 ).
Proof. Set $f(z)=-\sum_{i=0}^{\infty} \frac{T^{i} x}{z^{i+1}}$. This series converges for $|z|>r_{x}(T)$ and $(T-$ $z) f(z)=x$. Thus $|z|>r_{x}(T)$ implies $x \notin \gamma_{x}(T)$, which is the first inequality.

For $|z|>\max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}$ there is a unique analytic function $g(z)$ satisfying $(T-z) g(z)=x$. For $|z|>r(T)$ necessarily $g(z)=(T-z)^{-1} x=$ $-\sum_{i=0}^{\infty} T^{i} x z^{-(i+1)}$, and so $\lim _{z \rightarrow \infty} g(z)=0$.

Consider the function $h(z)=g\left(\frac{1}{z}\right) \quad\left(0 \neq|z|<\max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}^{-1}\right)$, $h(0)=0$. Clearly, $h(z)=\sum_{i=0}^{\infty}\left(T^{i} x\right) z^{i+1}$ for $|z|<\max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}^{-1}$. Since the radius of convergence of the series $\sum\left(T^{i} x\right) z^{i+1}$ is equal to

$$
\left(\limsup _{i \rightarrow \infty}\left\|T^{i} x\right\|^{1 / i}\right)^{-1}=\left(r_{x}(T)\right)^{-1}
$$

we conclude that $r_{x}(T)^{-1} \geq\left(\max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}\right)^{-1}$. Hence $r_{x}(T) \leq \max \{|\lambda|$ : $\left.\lambda \in \sigma_{x}(T)\right\}$.

Example 14. In general, the inequalities in the previous theorem are strict. Consider the backward shift $S^{*} \in \mathcal{B}(H)$ and the vector $x=\sum_{i=0}^{\infty} 2^{-i} e_{i}$ which were studied in Example 5 (i). We have $S^{*} x=\frac{x}{2}$, and so

$$
r_{x}\left(S^{*}\right)=\lim \sup \left\|S^{* i} x\right\|^{1 / i}=\frac{1}{2}
$$

Further, $\gamma_{x}\left(S^{*}\right)=\emptyset$, and so $\max \left\{|\lambda|: \lambda \in \gamma_{x}\left(S^{*}\right)\right\}=0$. Finally, the function $g(z)=\sum_{i=0}^{\infty} z^{i} e_{i}$ is convergent for $|z|<1$ and $\left(S^{*}-z\right) g(z)=0$. So $\sigma_{x}\left(S^{*}\right)=\{z$ : $|z| \leq 1\}$ and $\max \left\{|\lambda|: \lambda \in \sigma_{x}\left(S^{*}\right)\right\}=1$.

The relation between the local spectral radius and the local spectra is closer for operators with SVEP. In this case $\gamma_{x}(T)$ and $\sigma_{x}(T)$ coincide, and so we have

Corollary 15. Let $T \in \mathcal{B}(X)$ be an operator with SVEP and $x \in X$. Then

$$
\max \left\{|\lambda|: \lambda \in \gamma_{x}(T)\right\}=r_{x}(T)=\max \left\{|\lambda|: \lambda \in \sigma_{x}(T)\right\}
$$

In general, $\sigma_{x}(T) \subset \sigma(T)$ and $r_{x}(T) \leq r(T)$. Our next goal is to show that there are always many points $x \in X$ with the local spectrum $\sigma_{x}(T)$ equal to the global spectrum $\sigma(T)$.

We start with the following observation:
Proposition 16. Let $T \in \mathcal{B}(X)$ satisfy $T X=X$ and $0 \in \sigma(T)$. Then $0 \in S_{0}(T)$.
Proof. Since $0 \in \sigma(T)$ and $T X=X$, there exists a non-zero vector $x_{0} \in X$ with $T x_{0}=0$. By the open mapping theorem, there is a constant $k>0$ such that $T B_{X} \supset k \cdot B_{X}$. We can construct inductively vectors $x_{1}, x_{2}, \cdots \in X$ such that $T x_{i}=x_{i-1}$ and $\left\|x_{i}\right\| \leq k^{-1}\left\|x_{i-1}\right\|$, so $\left\|x_{i}\right\| \leq k^{-i}\left\|x_{0}\right\|$. Set $f(z)=\sum_{i=0}^{\infty} x_{i} z^{i}$. This series is convergent for $|z|<k$ and $(T-z) f(z)=0$. Since $f(0)=x_{0} \neq 0$, we have $0 \in S_{0}(T)$.

Corollary 17. $\sigma(T)=S_{0}(T) \cup\{\lambda \in \mathbb{C}:(T-\lambda) X \neq X\}$.
Recall that the set $\{\lambda \in \mathbb{C}:(T-\lambda) X \neq X\}$ is the surjective spectrum $\sigma_{\delta}(T)$.
Theorem 18. Let $T \in \mathcal{B}(X)$. Then the set $\left\{x \in X: \sigma_{x}(T) \neq \sigma(T)\right\}$ is of the first category.

Proof. Let $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ be a countable set dense in $\sigma(T)$. Set $M_{i}=\{x \in X$ : $\left.\lambda_{i} \notin \sigma_{x}(T)\right\}$. Since $\left\{x \in X: \sigma_{x}(T) \neq \sigma(T)\right\}=\bigcup_{i=1}^{\infty} M_{i}$, it is sufficient to show that each set $M_{i}$ is of the first category. If $x \in M_{i}$, then $\lambda_{i} \notin S_{0}(T)$, and so $\left(T-\lambda_{i}\right) X \neq X$. Furthermore, $\lambda_{i} \notin \gamma_{x}(T)$, which implies $x \in\left(T-\lambda_{i}\right) X$. Thus $M_{i} \subset\left(T-\lambda_{i}\right) X \neq X$. By A.1.8, $M_{i}$ is of the first category.

Theorem 19. Let $T \in \mathcal{B}(X)$. Then the set $\left\{x \in X: \sigma_{\delta}(T) \backslash \gamma_{x}(T) \neq \emptyset\right\}$ is of the first category.

In particular, the set $\left\{x \in X: \partial \sigma(T) \backslash \gamma_{x}(T) \neq \emptyset\right\}$ is of the first category.
Proof. Choose a countable subset $\left\{\lambda_{1}, \lambda_{2}, \ldots\right\}$ dense in $\sigma_{\delta}(T)$ and let $M_{i}=\{x \in$ $\left.X: \lambda_{i} \notin \gamma_{x}(T)\right\}$. Since

$$
\left\{x \in X: \sigma_{\delta}(T) \backslash \gamma_{x}(T) \neq \emptyset\right\}=\bigcup_{i=1}^{\infty} M_{i}
$$

it is sufficient to show that each $M_{i}$ is of the first category. Let $x \in M_{i}$. Since $\lambda_{i} \in \sigma_{\delta}(T)$, we have $\left(T-\lambda_{i}\right) X \neq X$. Further, $\lambda_{i} \notin \gamma_{x}(T)$, and so $x \in\left(T-\lambda_{i}\right) X$. Thus $M_{i} \subset\left(T-\lambda_{i}\right) X$, which is of the first category by A.1.8.

Corollary 20. Let $T \in \mathcal{B}(X)$. The set of all $x \in X$ for which $\sigma_{x}(T)=\sigma(T)$, $r_{x}(T)=r(T)$ and $\gamma_{x}(T) \supset \sigma_{\delta}(T)$ is residual ( $=$ complement of a set of the first category), and therefore dense in $X$.

Proof. Follows from Theorems 13, 18 and 19.

Theorem 21. Let $T \in \mathcal{B}(X)$. Then the following statements are equivalent:
(i) $T$ has SVEP;
(ii) $\gamma_{x}(T) \neq \emptyset$ for every non-zero $x \in X$.

Proof. (i) $\Rightarrow$ (ii): If $T$ has SVEP, then $\gamma_{x}(T)=\sigma_{x}(T)$ for all $x \in X$ and the statement follows from Proposition 8.
(ii) $\Rightarrow$ (i): Suppose that $T$ has not SVEP. Then there exist a non-empty open subset $U \subset \mathbb{C}$ and a non-zero analytic function $f: U \rightarrow X$ such that $(T-z) f(z)=0 \quad(z \in U)$.

Fix $\lambda \in U$ such that $f(\lambda) \neq 0$ and let $f(z)=\sum_{i=0}^{\infty} f_{i}(z-\lambda)^{i}$ be the Taylor expansion of $f$ about $\lambda$. Then $(T-\lambda) f_{0}=0$ and $(T-\lambda) f_{i}=f_{i-1}$ for all $i \geq 1$. We show that $\gamma_{f_{0}}(T)=\emptyset$. We have

$$
\begin{aligned}
(T-z) \sum_{i=1}^{\infty} f_{i}(z-\lambda)^{i-1} & =((T-\lambda)+(\lambda-z)) \sum_{i=1}^{\infty} f_{i}(z-\lambda)^{i-1} \\
& =\sum_{i=1}^{\infty} f_{i-1}(z-\lambda)^{i-1}-\sum_{i=1}^{\infty} f_{i}(z-\lambda)^{i}=f_{0}
\end{aligned}
$$

in a neighbourhood of $\lambda$, and so $\lambda \notin \gamma_{f_{0}}(T)$. On the other hand, for $z \neq \lambda$ we have

$$
(T-z)\left(\frac{f_{0}}{\lambda-z}\right)=(T-\lambda)\left(\frac{f_{0}}{\lambda-z}\right)+(\lambda-z)\left(\frac{f_{0}}{\lambda-z}\right)=f_{0}
$$

and so $\gamma_{f_{0}}(T) \subset\{\lambda\}$. Hence $\gamma_{f_{0}}(T)=\emptyset$.

## Comments on Chapter II

C.9.1. The basic results concerning the approximate point spectrum and the surjective spectrum of $n$-tuples of operators are due to Harte [Ha1], [Ha2], [Ha3].

Theorem 9.17 is a folklore (but, surprisingly, it seems that it has never been published in this form).
C.9.2 Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a commuting $n$-tuple of operators on a Hilbert space. By the Dash lemma [Das],

$$
\sigma_{l}(T)=\sigma_{\pi}(T)=\left\{\lambda \in \mathbb{C}^{n}: \sum_{j=1}^{n}\left(T_{j}-\lambda_{j}\right)^{*}\left(T_{j}-\lambda_{j}\right) \text { is not invertible }\right\}
$$

and

$$
\sigma_{r}(T)=\sigma_{\delta}(T)=\left\{\lambda \in \mathbb{C}^{n}: \sum_{j=1}^{n}\left(T_{j}-\lambda_{j}\right)\left(T_{j}-\lambda_{j}\right)^{*} \text { is not invertible }\right\}
$$

C.9.3. Theorem 9.23 was proved in [Mü8] and [Re5]; it gives a positive answer to a problem of Bollobás [Bo4].

By [Re4], if $T$ is an operator on a Hilbert space $H$, then it is possible to find a Hilbert space $K \supset H$ and an extension $S \in \mathcal{B}(K)$ such that $\sigma(S)=\sigma_{\pi}(T)$.
C.9.4. The basic results concerning the spectra of the multiplication operators $L_{a}$ and $R_{a}$ (Theorem 9.26) are due to Harte [Ha3]. More generally, let $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$ be commuting $n$-tuples of elements in a Banach algebra $\mathcal{A}$. Operators of the form $x \mapsto \sum_{i=1}^{n} a_{i} x b_{i} \quad(x \in \mathcal{A})$ are called elementary operators; they have been studied intensely, see, e.g., [LR], [DR], [Cu5], [Fi1], [Fi2], [CF].
C.9.5. Let $T$ be an operator on a Banach space $X$ such that $r(T)<1$. Then there is an $n \in \mathbb{N}$ such that $\left\|T^{n}\right\|<1$. Define a new norm on $X$ by

$$
\begin{equation*}
\|x\|\left\|=\sup _{n \geq 0}\right\| T^{n} x \| \tag{1}
\end{equation*}
$$

Clearly, $\|\|\cdot\|\|$ is equivalent to the original norm and $\||T x\||\leq\|||x| \|$ for each $x \in X$. Thus $T:(X,\| \| \cdot\| \|) \rightarrow(X,\| \| \cdot\| \|)$ is a contraction.

Hence for an operator $T \in \mathcal{B}(X)$ we have $r(T)=\inf \{\|| | T \mid\|\}$ where the infimum is taken over all operator norms that arise from the norms on $X$ equivalent to the original one. This is a stronger result than the corresponding statement for Banach algebras, see Corollary 1.33.

If $X$ is a Hilbert space, then it is possible to consider only equivalent Hilbert space norms on $X$ : we can replace (1) by

$$
\|\|x\|\|=\left(\sum_{i=0}^{n-1}\left\|T^{i} x\right\|^{2}\right)^{1 / 2}
$$

C.9.6. Complemented and uncomplemented subspaces play an important role in spectral theory. The uncomplemented subspaces are quite common. In fact, the following result is true, see [LT].

Theorem. All closed subspaces of a Banach space $X$ are complemented if and only if $X$ is isomorphic to a Hilbert space.

On the other hand, it is not easy to construct concrete examples of uncomplemented subspaces. The best-known example of an uncomplemented subspace is the space $c_{0}$ in $\ell^{\infty}$.
C.9.7. It is easy to see that if $T \in \mathcal{B}(X)$ is left (right) invertible, then $T^{*} \in \mathcal{B}\left(X^{*}\right)$ is right (left) invertible. The converse implications are true in reflexive Banach spaces but not in general, see [Pi1, pp. 366-367].

Thus in reflexive Banach spaces $\sigma_{l}(T)=\sigma_{r}\left(T^{*}\right)$ and $\sigma_{r}(T)=\sigma_{l}\left(T^{*}\right)$. In general, we have only $\sigma_{l}(T) \supset \sigma_{r}\left(T^{*}\right)$ and $\sigma_{r}(T) \supset \sigma_{l}\left(T^{*}\right)$.
C.9.8. If $X$ is a finite-dimensional Banach space, then $\sigma(T)=\sigma_{l}(T)=\sigma_{\pi}(T)$ for each operator $T \in \mathcal{B}(X)$. By $[\mathrm{GwM}]$ there is an example of an infinite-dimensional Banach space with the same property (compare with C.8.4).
C.10.1. The notion of gap was introduced and the fundamental lemma 10.9 proved in [KKM], see also [GhK1], [Kat1].

For a survey of results concerning the reduced minimum modulus and the gap see [Kat2].
C.10.2. Instead of the gap $\widehat{\delta}(M, N)$ between two subspaces $M, N \subset X$ it is possible to consider the Hausdorff distance $\widehat{\Delta}\left(S_{M}, S_{N}\right)$ between their unit spheres, see Appendix A.4. These two quantities are closely related by

$$
\begin{equation*}
\widehat{\delta}(M, N) \leq \widehat{\Delta}\left(S_{M}, S_{N}\right) \leq 2 \widehat{\delta}(M, N) \tag{2}
\end{equation*}
$$

see $[\mathrm{GhM}]$. The advantage of $\widehat{\Delta}$ is that it satisfies the triangular inequality. On the other hand, the gap $\widehat{\delta}$ is more convenient to work with.

By (2), the gap and the Hausdorff distance $\widehat{\Delta}$ define the same topology on the set of all closed subspaces of a Banach space. Moreover, this topology is complete.
C.10.3. Theorem 10.14 is due to Apostol [Ap3]. Theorem 10.17 was proved by Markus [Mar].
C.10.4. A subspace $M$ of a Banach space is called paraclosed if there are a Banach space $Y$ and $T \in \mathcal{B}(Y, X)$ with $\operatorname{Ran} T=M$. Paraclosed subspaces (sometimes also called paracomplete or operator ranges) were studied by a number of authors, see, e.g., [FW], [Em], [Cr].

Equivalently, a subspace $M$ of $(X,\|\cdot\|)$ is paraclosed if and only if there is a complete norm $\|\|\cdot\||\mid$ on $M$ which is greater than the original norm $\|\cdot\|$.

Clearly, each closed subspace is paraclosed but the opposite is not true. Although there are many linear subspaces of $X$ that are not paraclosed, practically all subspaces that appear in operator theory are paraclosed.

If $M$ and $L$ are paraclosed subspaces of $X$, then both $M \cap L$ and $M+L$ are paraclosed. Thus paraclosed subspaces form a lattice.
C.10.5. Let $M, L$ be closed subspaces of a Hilbert space $H$. Then the gap between $M$ and $L$ can be expressed in a simpler way by $\widehat{\delta}(M, L)=\left\|P_{M}-P_{L}\right\|$ where $P_{M}$, $P_{L}$ are orthogonal projections onto $M$ and $L$, respectively.

Consequently, in Hilbert spaces the gap satisfies the triangular inequality.
By $[\operatorname{Ap} 6]$, for $T \in \mathcal{B}(H)$ we have $\gamma(T)=\inf (\sigma(|T|) \backslash\{0\})$ where $|T|=$ $\left(T^{*} T\right)^{1 / 2}$.
C.11.1. The factorization of continuous vector-valued functions (Theorem 11.1) was proved by Taylor [Ta1] (formulated for exact sequences).

Lemma 11.3 is a folklore; the proof is, e.g., in [Fa2] or [Va5].
C.11.2 Factorization of analytic vector-valued functions was proved for exact sequences by Taylor [Ta1] and in general by Słodkowski [Sl4], see also [Jan]. Here we presented a different proof of the local result Theorem 11.9. The original proof of Słodkowski was done by induction and based on the following linearization result [GKL], [Boe]:

Theorem. Let $U \subset \mathbb{C}$ be an open connected set. Let $T: U \rightarrow \mathcal{B}(X, Y)$ be a function analytic on $U$. Then there exist a Banach space $Z$, operators $S, V \in \mathcal{B}(X \oplus Z, Y \oplus Z)$ and analytic functions $C_{1}: U \rightarrow \mathcal{B}(X \oplus Z), C_{2}: U \rightarrow \mathcal{B}(Y \oplus Z)$ such that $C_{1}(z)$ and $C_{2}(z)$ are invertible operators and

$$
C_{2}(z)\left(T(z) \oplus I_{Z}\right) C_{1}(z)=S-z V \quad(z \in U)
$$

The global result (Corollary 11.12) uses a result of Leiterer [Le]; its proof is based on the operator version of the classical Cartan lemma.

Corollary 11.14 was proved by Allan [All2], [All3], see also [Shu]. In this case an elementary proof is available.
C.11.3. Note that the statement of Theorem 11.9 is weaker than the corresponding one-dimensional result Theorem 11.5. In Theorem 11.5 we assumed only that $\inf \gamma\left(T\left(w_{k}\right)\right)>0$ for a convergent sequence $\left(w_{k}\right)$; in Theorem 11.9 we assumed in fact that $\inf _{z \in U} \gamma(T(z)>0$ for some neighbourhood $U$ of $w \in G$. This suggests the following

Conjecture. In Theorem 11.9 it is sufficient to assume that $\inf _{z \in M} \gamma(T(z))>0$ for some set $M \subset G$ with the property
$f$ analytic in a neighbourhood $U$ of $w, f \mid(M \cap U) \equiv 0 \Longrightarrow f \equiv 0$ on $U$.
C.11.4. A factorization result analogous to Theorem 11.1 for $C^{\infty}$-functions was proved by Mantlik [Man].
C.12.1. Kato and Saphar operators were studied under various names by a number of authors, see, e.g., [Kat1], [Ka1], [GlK], [Gr1], [Ap6], [Mb1], [MO1], [MO2], [Mü15], [Sm1], [Sm2], [Sap], [Ra4]. Many authors call Kato and Saphar operators semi-regular and regular, respectively. In the present monograph we prefer the names introduced by Schmoeger, since the words like "regular" are overused in mathematics (by a regular operator many mathematicians would understand an invertible operator).
C.12.2. For $T \in \mathcal{B}(X)$ it is possible to define a family of ranges $R_{\alpha}(T)$ indexed by ordinal numbers by $R_{0}(T)=X, R_{\alpha+1}(T)=T R_{\alpha}(T)$ and $R_{\alpha}(T)=\bigcap_{\beta<\alpha} R_{\beta}(T)$ for limit ordinals $\alpha$. The transfinite ranges form a monotone family; its intersection $\operatorname{co}(T)$ is called the couer of $T$. Properties of the transfinite ranges were studied in [Sap]. It is easy to see that $T \operatorname{co}(T)=\operatorname{co}(T)$ and $\operatorname{co}(T)$ is the maximal subspace
(not necessarily closed) with this property. Clearly, $\operatorname{co}(T) \subset R^{\infty}(T)$. For Kato operators we have $\operatorname{co}(T)=R^{\infty}(T)$ but this equality is not true in general.
C. 12.3. Propositions $12.28,12.29$ and 13.11 implying $\tilde{\sigma}(T S) \backslash\{0\}=\tilde{\sigma}(S T) \backslash\{0\}$ for many types of spectrum were proved by Barnes [Ba3].
C.13.1. For information about generalized inverses see Groetsch [Gro]. The generalized inverses originated in the Moore-Penrose inverses of matrices [Mo], $[\mathrm{Pe}]$.
C.13.2. Let $T \in \mathcal{B}(X)$ be Saphar and let $S: U \rightarrow \mathcal{B}(X)$ be the analytic generalized inverse $S(z)=\sum_{i=0}^{\infty} S^{i+1} z^{i}$ constructed in a neighbourhood $U$ of 0 , see Theorem 13.9. It is easy to verify that $\operatorname{Ker} S(z)$ and $\operatorname{Ran} T(z)$ are constant and $S$ satisfies the resolvent identity

$$
S(z)-S(w)=(z-w) S(z) S(w) \quad(z, w \in U)
$$

cf. C.8.5. It is an interesting open question, see $[\mathrm{ApC1}],[\mathrm{ApC} 2]$, whether there is a global analytic generalized inverse defined on $\mathbb{C} \backslash \sigma_{\text {Sap }}(T)$ (or at least on a neighbourhood of a given compact set $\left.K \subset \mathbb{C} \backslash \sigma_{\text {Sap }}(T)\right)$ satisfying this additional condition. For a positive answer in Hilbert spaces, see [BM].
C.13.3. The existence of a global analytic generalized inverse on the complement of the Saphar spectrum (Theorem 13.10) was proved in [Shu], see also [Mü15].
C.13.4. The Saphar spectrum in Banach algebras was studied in [Ko1] and [Mb2].
C.14.1. The local spectral theory was originated by Dunford [Du2]. It was motivated by the theory of scalar and decomposable operators that were studied intensely by a number of authors, see, e.g., [CF]. For a recent survey see [LN].

The spectral mapping property is due to Vasilescu [Va1], see also [Vr]; the present proof was given in [KM2]. The existence of many points with the local spectrum equal to the (global) spectrum was proved by Vrbová [Vr].
C.14.2. Let $T \in \mathcal{B}(X)$ and $x \in X$. In general, the limit $\lim _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}$ does not exist. In fact [Dan], the set of all accumulation points of the sequence $\left(\left\|T^{n} x\right\|^{1 / n}\right)$ is the whole interval $\left\langle\liminf \left\|T^{n} x\right\|^{1 / n}, r_{x}(T)\right\rangle$.
C.14.3. Let $T \in \mathcal{B}(X)$ and $x \in X$. Then the local resolvent $g: \mathbb{C} \backslash \sigma_{x}(T) \rightarrow X$ satisfying $(T-z) g(z)=x \quad\left(z \in \mathbb{C} \backslash \sigma_{x}(T)\right)$ is a uniquely determined analytic function.

For functions $f$ analytic on a neighbourhood of $\sigma_{x}(T)$ define the local functional calculus by

$$
f(T) x=\frac{1}{2 \pi i} \int_{\Gamma} f(z) g(z) \mathrm{d} z
$$

where $\Gamma$ is a contour surrounding $\sigma_{x}(T)$. In general, $f(T)$ is defined only for those $x \in X$ such that $\sigma_{x}(T)$ is contained in the domain of definition of $f$.

## Chapter III

## Essential Spectrum

In this chapter we study various types of essential spectra of operators on a Banach space $X$. They are closely connected with the Calkin algebra $\mathcal{B}(X) / \mathcal{K}(X)$, where $\mathcal{K}(X)$ denotes the ideal of compact operators.

We start with the classical theory of compact and Fredholm operators.

## 15 Compact operators

Definition 1. Let $X, Y$ be Banach spaces. An operator $T \in \mathcal{B}(X, Y)$ is called compact if the set $T B_{X}$ is totally bounded (i.e., if $\overline{T B_{X}}$ is compact, where $B_{X}$ denotes the closed unit ball in $X$ ).

We say that $T$ is of finite rank if $\operatorname{dim} \operatorname{Ran} T<\infty$.
The set of all compact (finite-rank) operators from $X$ to $Y$ will be denoted by $\mathcal{K}(X, Y)$ and $\mathcal{F}(X, Y)$, respectively. If $Y=X$, then we write $\mathcal{K}(X)=\mathcal{K}(X, X)$ and $\mathcal{F}(X)=\mathcal{F}(X, X)$ for short.

Clearly, $T \in \mathcal{B}(X, Y)$ is compact if and only if for every $\varepsilon>0$ there exists a finite set $\left\{x_{1}, \ldots, x_{n}\right\} \subset B_{X}$ such that $\min \left\{\left\|T x-T x_{i}\right\|: 1 \leq i \leq n\right\} \leq \varepsilon$ for all $x \in B_{X}$.

The next theorem summarizes the basic properties of compact and finite-rank operators.

Theorem 2. Let $X$ and $Y$ be Banach spaces. Then:
(i) $\mathcal{K}(X, Y)$ is a closed subspace of $\mathcal{B}(X, Y)$;
(ii) $\mathcal{F}(X, Y)$ is a subspace of $\mathcal{B}(X, Y)$ and $\overline{\mathcal{F}(X, Y)} \subset \mathcal{K}(X, Y)$;
(iii) if $X_{1}$ and $Y_{1}$ are Banach spaces, $U \in \mathcal{B}\left(X_{1}, X\right), T \in \mathcal{K}(X, Y)$ and $S \in$ $\mathcal{B}\left(Y, Y_{1}\right)$, then $S T U \in \mathcal{K}\left(X_{1}, Y_{1}\right)$. If $T \in \mathcal{F}(X, Y)$, then $S T U \in \mathcal{F}\left(X_{1}, Y_{1}\right)$;
(iv) in particular, if $Y=X$, then $\mathcal{F}(X)$ is a 2-sided ideal and $\mathcal{K}(X)$ is a closed 2-sided ideal in $\mathcal{B}(X)$;
(v) if $T \in \mathcal{K}(X, Y)$, then $T$ is of finite rank if and only if $\operatorname{Ran} T$ is closed.

Proof. (i) Let $T, S \in \mathcal{K}(X, Y)$ and let $\varepsilon>0$. Then there exist finite subsets $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right\}$ of $B_{X}$ such that $\min \left\{\left\|T x-T x_{i}\right\|: 1 \leq i \leq n\right\} \leq \varepsilon / 2$ and $\min \left\{\left\|S x-S x_{j}^{\prime}\right\|: 1 \leq j \leq m\right\} \leq \varepsilon / 2$ for every $x \in B_{X}$. Consider the finite set $\left\{T x_{i}+S x_{j}^{\prime}: 1 \leq i \leq n, 1 \leq j \leq m\right\}$. For $x \in B_{X}$ we have

$$
\min \left\{\left\|(T+S) x-\left(T x_{i}+S x_{j}^{\prime}\right)\right\|: 1 \leq i \leq n, 1 \leq j \leq m\right\} \leq \varepsilon
$$

Since $\varepsilon$ was arbitrary, the set $\overline{(T+S) B_{X}}$ is compact.
In a similar way it is possible to show that the set $\mathcal{K}(X, Y)$ is closed and that a scalar multiple of a compact operator is compact.
(ii) The inclusion $\mathcal{F}(X, Y) \subset \mathcal{K}(X, Y)$ follows from the fact that closed balls in finite-dimensional Banach spaces are compact.
(iii) Let $U \in \mathcal{B}\left(X_{1}, X\right), T \in \mathcal{K}(X, Y)$ and $S \in \mathcal{B}\left(Y, Y_{1}\right)$. Then $\overline{T B_{X}}$ and $S\left(\overline{T B_{X}}\right)$ are compact. Hence the set $\overline{(S T U) B_{X}} \subset \overline{S T\left(\|U\| \cdot B_{X}\right)}=\|U\| \cdot S\left(\overline{T B_{X}}\right)$ is also compact and $S T U \in \mathcal{K}(X, Y)$.

The statement for finite-rank operators is clear.
This implies also (iv).
(v) Clearly, each finite-rank operator has closed range.

For the converse, let $T: X \rightarrow Y$ be compact and $\operatorname{Ran} T$ closed. By the open mapping theorem, there is a positive constant $k$ with $T B_{X} \supset k \cdot B_{\operatorname{Ran} T}$. Since $T$ is compact, we conclude that $k \cdot B_{\operatorname{Ran} T}$ is compact. Hence $\operatorname{dim} \operatorname{Ran} T<\infty$.

Proposition 3. If $T \in \mathcal{K}(X, Y)$, then $\overline{\operatorname{Ran} T}$ is separable.
Proof. We have $\overline{\operatorname{Ran} T}=\left(\bigcup_{k=1}^{\infty} k T B_{X}\right)^{-}$and $k T B_{X}$ is totally bounded for every $k$.

Theorem 4. Let $T \in \mathcal{B}(X, Y)$. Then $T$ is compact if and only if $T^{*}$ is compact.
Proof. Suppose that $T$ is compact and let $\varepsilon>0$. We must show that there exists a finite subset $\left\{y_{1}^{*}, \ldots, y_{p}^{*}\right\} \subset B_{Y^{*}}$ such that for every $y^{*} \in B_{Y^{*}}$ there exists $r$, $1 \leq r \leq p$ with $\left\|T^{*} y^{*}-T^{*} y_{r}^{*}\right\| \leq \varepsilon$.

Since $T$ is compact, there exists a finite subset $\left\{x_{1}, \ldots, x_{n}\right\} \subset B_{X}$ such that $\min \left\{\left\|T x-T x_{j}\right\|: 1 \leq j \leq n\right\} \leq \varepsilon / 3$ for every $x \in B_{X}$.

The set $\left\{\left(\left\langle T x_{1}, y^{*}\right\rangle, \ldots,\left\langle T x_{n}, y^{*}\right\rangle\right): y^{*} \in B_{Y^{*}}\right\}$ is a bounded subset of $\mathbb{C}^{n}$, therefore there exists a finite subset $\left\{y_{1}^{*}, \ldots, y_{p}^{*}\right\}$ of $B_{Y^{*}}$ such that for each $y^{*} \in$ $B_{Y *}$ there exists $r \in\{1, \ldots, p\}$ with the property

$$
\begin{equation*}
\left|\left\langle T x_{j}, y^{*}-y_{r}^{*}\right\rangle\right| \leq \varepsilon / 3 \quad(1 \leq j \leq n) \tag{1}
\end{equation*}
$$

We show that $\left\{y_{1}^{*}, \ldots, y_{p}^{*}\right\}$ is the required subset of $B_{Y^{*}}$.

Let $y^{*} \in B_{Y^{*}}$. Find $r \in\{1, \ldots, p\}$ with (1). Let $x \in B_{X}$. Then there is a $j \in\{1, \ldots, n\}$ such that $\left\|T x-T x_{j}\right\| \leq \varepsilon / 3$ and we have

$$
\begin{aligned}
& \left|\left\langle x, T^{*} y^{*}\right\rangle-\left\langle x, T^{*} y_{r}^{*}\right\rangle\right| \\
& \quad \leq\left|\left\langle x-x_{j}, T^{*} y^{*}\right\rangle\right|+\left|\left\langle x_{j}, T^{*}\left(y^{*}-y_{r}^{*}\right)\right\rangle\right|+\left|\left\langle x_{j}-x, T^{*} y_{r}^{*}\right\rangle\right| \\
& \quad=\left|\left\langle T x-T x_{j}, y^{*}\right\rangle\right|+\left|\left\langle T x_{j}, y^{*}-y_{r}^{*}\right\rangle\right|+\left|\left\langle T x_{j}-T x, y_{r}^{*}\right\rangle\right| \leq \varepsilon .
\end{aligned}
$$

Thus

$$
\left\|T^{*} y^{*}-T^{*} y_{r}^{*}\right\|=\sup \left\{\left|\left\langle x, T^{*} y^{*}-T^{*} y_{r}^{*}\right\rangle\right|: x \in B_{X}\right\} \leq \varepsilon
$$

and $T^{*}$ is compact.
Suppose now that $T^{*}$ is compact. Then $T^{* *}$ is compact and so is $T=T^{* *} \mid X$, since $\overline{T B_{X}}=\overline{T^{* *}\left(B_{X^{* *}} \cap X\right)} \subset \overline{T^{* *} B_{X^{* *}}}$, which is compact.

Theorem 5. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T$ is compact;
(ii) if $\left(x_{\alpha}\right)_{\alpha}$ is a net of elements of $B_{X}$ and $x_{\alpha} \rightarrow 0$ weakly, then $\left\|T x_{\alpha}\right\| \rightarrow 0$;
(iii) the restriction $T \mid B_{X}$ is a continuous mapping from $B_{X}$ with the weak topology into $Y$ with the norm topology;
(iv) for every $\varepsilon>0$ there exists a closed subspace $M \subset X$ with $\operatorname{codim} M<\infty$ such that $\sup \{\|T x\|: x \in M,\|x\|=1\} \leq \varepsilon$.

Proof. (i) $\Rightarrow$ (ii): Let $\left(x_{\alpha}\right)$ be a net of elements of $B_{X}, x_{\alpha} \rightarrow 0$ weakly. It is easy to show that also $T x_{a} \rightarrow 0$ weakly. Suppose on the contrary that $\left\|T x_{\alpha}\right\| \nrightarrow 0$. Then there exists a positive constant $c$ and a subnet $\left(x_{\alpha_{\beta}}\right)_{\beta}$ such that $\left\|T x_{\alpha_{\beta}}\right\| \geq c$ for all $\beta$. Since $\overline{T B_{X}}$ is compact, the net $\left(T x_{\alpha_{\beta}}\right)$ has an accumulation point $y$. Clearly, $\|y\| \geq c$. On the other hand, $T x_{\alpha_{\beta}} \rightarrow 0$ weakly and so $y=0$, a contradiction.
(ii) $\Rightarrow$ (iii): Let $\left(x_{\alpha}\right) \subset B_{X}, x_{\alpha} \rightarrow x$ weakly. Then $x_{\alpha}-x \rightarrow 0$ weakly, and so $\left\|T x-T x_{\alpha}\right\| \rightarrow 0$. Hence $T x_{\alpha} \rightarrow T x$ in the norm topology.
(iii) $\Rightarrow$ (iv): Suppose that (iv) is not true, so there exists $c>0$ such that, for every closed subspace $M \subset X$ of finite codimension, there exists $x_{M} \in M$ with $\left\|x_{M}\right\|=1$ and $\left\|T x_{M}\right\| \geq c$. Consider the net $\left(x_{M}\right)_{M}$ directed by the inclusion, $M \geq M^{\prime} \Leftrightarrow M \subset M^{\prime}$. It is easy to see that $x_{M} \rightarrow 0$ weakly and $\left\|T x_{M}\right\| \nrightarrow 0$.
(iv) $\Rightarrow$ (i): Suppose that $T$ is not compact, so there exists $c>0$ such that $T B_{X}$ can not be covered by a finite number of balls of radius $c$. Choose $x_{1} \in B_{X}$ arbitrarily and construct inductively a sequence $\left(x_{i}\right)$ of points in $B_{X}$ such that $\left\|T x_{i}-T x_{j}\right\| \geq c$ for all $i, j \in \mathbb{N}, i \neq j$. Clearly, $\left\|x_{i}-x_{j}\right\| \geq \frac{c}{\|T\|}$.

Let $M \subset X$ be a closed subspace of finite codimension and let $P \in \mathcal{B}(X)$ be a projection onto $M$. Let $\varepsilon>0$. Since $\operatorname{dim} \operatorname{Ran}(I-P)<\infty$, we can find $j, k \in \mathbb{N}$, $j \neq k$ such that $\left\|(I-P) x_{j}-(I-P) x_{k}\right\|<\varepsilon$. Then

$$
\left\|P\left(x_{j}-x_{k}\right)\right\| \leq\left\|x_{j}-x_{k}\right\|+\left\|(I-P)\left(x_{j}-x_{k}\right)\right\| \leq 2+\varepsilon
$$

and

$$
\left\|T P\left(x_{j}-x_{k}\right)\right\| \geq\left\|T x_{j}-T x_{k}\right\|-\left\|T(I-P)\left(x_{j}-x_{k}\right)\right\| \geq c-\varepsilon\|T\| .
$$

Thus

$$
\sup \{\|T u\|: u \in M,\|u\|=1\} \geq \frac{\left\|T P\left(x_{j}-x_{k}\right)\right\|}{\left\|P\left(x_{j}-x_{k}\right)\right\|} \geq \frac{c-\varepsilon\|T\|}{2+\varepsilon} .
$$

Letting $\varepsilon \rightarrow 0$ gives $\sup \{\|T u\|: u \in M,\|u\|=1\} \geq c / 2$ and (iv) is not true.
Corollary 6. Let $T \in \mathcal{B}(X, Y)$ be a compact operator and $\left(x_{n}\right)$ a sequence of elements of $X, x_{n} \rightarrow 0$ weakly. Then $\left\|T x_{n}\right\| \rightarrow 0$.

Proof. A weakly converging sequence is bounded by the Banach-Steinhaus theorem.

Theorem 7. Let $T \in \mathcal{B}(X)$ be a compact operator and $\lambda \in \mathbb{C}, \lambda \neq 0$. Then $\operatorname{Ran}(T-\lambda)$ is closed.

Proof. Let $M$ be a subspace of $X$ of finite codimension satisfying the condition $\sup \{\|T x\|: x \in M,\|x\|=1\} \leq \frac{|\lambda|}{2}$. Then

$$
\|(T-\lambda) x\| \geq|\lambda| \cdot\|x\|-\|T x\| \geq \frac{|\lambda|}{2}\|x\|
$$

for all $x \in M$. Thus the restriction $(T-\lambda) \mid M: M \rightarrow X$ is bounded below and $(T-\lambda) M$ is closed. Let $N$ be a finite-dimensional subspace of $X$ such that $X=M \oplus N$. Then $(T-\lambda) X=(T-\lambda) M+(T-\lambda) N$, where $\operatorname{dim}(T-\lambda) N<\infty$. Hence $\operatorname{Ran}(T-\lambda)$ is closed.

Lemma 8. Let $X$ be a Banach space, let $M \subset X$ be a closed subspace, $M \neq X$ and let $\varepsilon>0$. Then there exists $x \in X$ such that $\|x\| \leq 1+\varepsilon$ and $\operatorname{dist}\{x, M\}=1$.

If codim $M=\infty$, then there exists a sequence $\left(x_{i}\right)_{i=1}^{\infty}$ of elements of $X$ such that $\left\|x_{k}\right\| \leq 1+\varepsilon$ and dist $\left\{x_{k+1}, M \vee \bigvee_{i=1}^{k} x_{i}\right\}=1$ for every $k$.

Proof. Choose any $x_{0} \in X$ with $\left\|x_{0}+M\right\|_{X / M}=1$. Since $1=\left\|x_{0}+M\right\|_{X / M}=$ $\inf \left\{\left\|x_{0}+m\right\|: m \in M\right\}$, we can find $m \in M$ such that $x=x_{0}+m$ satisfies $\operatorname{dist}\{x, M\}=\operatorname{dist}\left\{x_{0}, M\right\}=1$ and $\|x\| \leq 1+\varepsilon$.

Using the first statement repeatedly gives the second statement.
Theorem 9. Let $T \in \mathcal{B}(X)$ be a compact operator and let $\lambda \in \mathbb{C}, \lambda \neq 0$. Then $\operatorname{dim} \operatorname{Ker}(T-\lambda)<\infty$.

Proof. Suppose on the contrary that $\operatorname{dim} \operatorname{Ker}(T-\lambda)=\infty$. By Lemma 8, there exists a sequence $\left(x_{i}\right)_{i=1}^{\infty}$ of elements of $\operatorname{Ker}(T-\lambda)$ such that $\left\|x_{k}\right\|=1$ and $\operatorname{dist}\left\{x_{k+1}, \bigvee_{i=1}^{k} x_{i}\right\} \geq 1 / 2$ for all $k$. Then $\left(x_{i}\right)$ is a bounded sequence and $\left(T x_{i}\right)$ contains no convergent subsequence, since $\left\|T x_{i}-T x_{j}\right\|=\left\|\lambda x_{i}-\lambda x_{j}\right\|=|\lambda| \cdot \| x_{i}-$ $x_{j} \| \geq \frac{|\lambda|}{2}$ for all $i \neq j$.

Theorem 10. Let $K \in \mathcal{B}(X)$ be a compact operator. Then:
(i) there exists $k \in \mathbb{N}$ such that $\operatorname{Ker}(I+K)^{k+1}=\operatorname{Ker}(I+K)^{k}$;
(ii) there exists $j \in \mathbb{N}$ such that $\operatorname{Ran}(I+K)^{j+1}=\operatorname{Ran}(I+K)^{j}$;
(iii) $\operatorname{dim} \operatorname{Ker}(I+K) \geq \operatorname{codim} \operatorname{Ran}(I+K)$.

Proof. (i) Write $T=I+K$. We have $\operatorname{Ker} T \subset \operatorname{Ker} T^{2} \subset \cdots$. Suppose on the contrary that $\operatorname{Ker} T^{k+1} \neq \operatorname{Ker} T^{k}$ for all $n$. Using Lemma 8 inductively we find a sequence of elements $x_{k} \in \operatorname{Ker} T^{k}$ such that $\left\|x_{k}\right\| \leq 2$ and dist $\left\{x_{k}, \operatorname{Ker} T^{k-1}\right\}=1$ for each $k$. For $i>j$ we have

$$
\left\|K x_{j}-K x_{i}\right\|=\left\|T x_{j}-x_{j}-T x_{i}+x_{i}\right\| \geq \operatorname{dist}\left\{x_{i}, \operatorname{Ker} T^{i-1}\right\}=1
$$

since $T x_{j}-x_{j}-T x_{i} \in \operatorname{Ker} T^{i-1}$. Thus the sequence $\left(K x_{i}\right)$ contains no convergent subsequence, which is a contradiction with the compactness of $K$. Hence there is a $k \in \mathbb{N}$ such that $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$.
(ii) For each $k \geq 0$, the operator $(I+K)^{k}$ can be expressed as $I+K^{\prime}$ for some compact operator $K^{\prime} \in \mathcal{B}(X)$. Thus $\operatorname{Ran}(I+K)^{k}$ is closed for each $k$.

By (i), there exists $j \geq 0$ such that $\operatorname{Ker}\left(I_{X^{*}}+K^{*}\right)^{j+1}=\operatorname{Ker}\left(I_{X^{*}}+K^{*}\right)^{j}$. Thus $\operatorname{Ran}(I+K)^{j+1}={ }^{\perp} \operatorname{Ker}\left(I_{X^{*}}+K^{*}\right)^{j+1}={ }^{\perp} \operatorname{Ker}\left(I_{X^{*}}+K^{*}\right)^{j}=\operatorname{Ran}(I+K)^{j}$ 。
(iii) Let $T=I+K$ and let $k$ satisfy $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$. By Theorem 9, we have $\operatorname{dim} \operatorname{Ker} T<\infty$. Since $T^{k}=(I+K)^{k}$, we can write $T^{k}$ in the form $I+K^{\prime}$ for some compact operator $K^{\prime}$, and so $\operatorname{dim} \operatorname{Ker} T^{k}<\infty$.

Let $a_{1}, \ldots, a_{m}$ be a basis of $\operatorname{Ker} T$ and let $a_{1}, \ldots, a_{m}, a_{m+1}, \ldots, a_{r}$ be its completion to a basis of $\operatorname{Ker} T^{k}=\operatorname{Ker} T^{k+1}$. Since $T \operatorname{Ker} T^{k} \subset \operatorname{Ker} T^{k}$, we have $T \operatorname{Ker} T^{k} \subset \bigvee\left\{T a_{m+1}, \ldots, T a_{r}\right\}$, and so $\operatorname{dim} T \operatorname{Ker} T^{k} \leq r-m$. Choose another basis $b_{1}, \ldots, b_{r}$ in $\operatorname{Ker} T^{k}$ such that $b_{n+1}, \ldots, b_{r}$ is a basis of $T \operatorname{Ker} T^{k}$. Thus $r-n=$ $\operatorname{dim} T \operatorname{Ker} T^{k} \leq r-m$, and so $m \leq n$. We now prove that $\operatorname{codim} \operatorname{Ran} T \geq n$. To show this, it is sufficient to prove that $b_{1}, \ldots, b_{n}$ are linearly independent modulo $\operatorname{Ran} T$.

Suppose on the contrary that $\sum_{i=1}^{n} \alpha_{i} b_{i} \in \operatorname{Ran} T$ for some $\alpha_{i} \in \mathbb{C}$. Let $b \in X$ satisfy $\sum_{i=1}^{n} \alpha_{i} b_{i}=T b$. Since $\sum_{i=1}^{n} \alpha_{i} b_{i} \in \operatorname{Ker} T^{k}$, we have $b \in \operatorname{Ker} T^{k+1}=$ $\operatorname{Ker} T^{k}$. Thus $T b \in T \operatorname{Ker} T^{k}$ and $T b$ is a linear combination of $b_{n+1}, \ldots, b_{r}$. Therefore $\alpha_{1}=\cdots=\alpha_{n}=0$. Hence $\operatorname{codim} \operatorname{Ran} T \geq n \geq m=\operatorname{dim} \operatorname{Ker} T$.

Theorem 11. Let $K \in \mathcal{B}(X)$ be a compact operator and let $\lambda \in \mathbb{C}, \lambda \neq 0$. Then

$$
\begin{aligned}
\operatorname{dim} \operatorname{Ker}(K-\lambda) & =\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right) \\
& =\operatorname{codim} \operatorname{Ran}(K-\lambda)=\operatorname{codim} \operatorname{Ran}\left(K^{*}-\lambda\right)
\end{aligned}
$$

Proof. By A.1.14 and Theorem 7, dim $\operatorname{Ker}(K-\lambda)=\operatorname{codim} \operatorname{Ran}\left(K^{*}-\lambda\right)$ and $\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right)=\operatorname{codim} \operatorname{Ran}(K-\lambda)$. By the preceding theorem, we have $\operatorname{dim} \operatorname{Ker}(K-\lambda) \geq \operatorname{codim} \operatorname{Ran}(K-\lambda)=\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right)$. Since $K^{*}$ is also compact, $\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right) \geq \operatorname{dim} \operatorname{Ker}\left(K^{* *}-\lambda\right)$. Further, $K-\lambda=\left(K^{* *}-\lambda\right) \mid X$, and so $\operatorname{Ker}(K-\lambda) \subset \operatorname{Ker}\left(K^{* *}-\lambda\right)$. Hence dim $\operatorname{Ker}(K-\lambda)=\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right)$.

Lemma 12. Let $T \in \mathcal{B}(X)$, let $\lambda_{1}, \lambda_{2}, \ldots$ be distinct non-zero eigenvalues of $T$, and let $x_{1}, x_{2}, \ldots$ be corresponding non-zero eigenvectors. Then the vectors $x_{i} \quad(i \in \mathbb{N})$ are linearly independent.

Proof. We prove by induction on $n$ that $x_{1}, \ldots, x_{n}$ are linearly independent. This is clear for $n=1$ since $x_{1} \neq 0$.

Suppose that $x_{1}, \ldots, x_{n}$ are linearly independent and $x_{1}, \ldots, x_{n+1}$ are linearly dependent. So $x_{n+1}=\sum_{i=1}^{n} \alpha_{i} x_{i}$ for some $\alpha_{i} \in \mathbb{C}$. We have $x_{n+1}=$ $\lambda_{n+1}^{-1} T x_{n+1}=\lambda_{n+1}^{-1} \sum_{i=1}^{n} \alpha_{i} T x_{i}=\sum_{i=1}^{n} \frac{\lambda_{i} \alpha_{i}}{\lambda_{n+1}} x_{i}$. Thus $\alpha_{i}=\frac{\lambda_{i} \alpha_{i}}{\lambda_{i+1}}$, which implies $\alpha_{i}=0$ for $i=1, \ldots, n$. Hence $x_{n+1}=0$, a contradiction.

Theorem 13. Let $K \in \mathcal{B}(X)$ be a compact operator, $\lambda \in \sigma(K)$ and $\lambda \neq 0$. Then $\lambda$ is an isolated point of $\sigma(K)$.
Proof. Suppose on the contrary that there exists a sequence $\left(\lambda_{k}\right) \subset \sigma(K)$ converging to $\lambda$. By Theorem 11, $\lambda_{k}$ are eigenvalues of $K$. Let $x_{k}$ be corresponding eigenvectors, i.e., $x_{k} \neq 0, T x_{k}=\lambda_{k} x_{k} \quad(k \in \mathbb{N})$. For $k \in \mathbb{N}$ let $M_{k}=\bigvee\left\{x_{1}, \ldots, x_{k}\right\}$. By Lemma 12, $M_{1} \neq M_{2} \neq \cdots$. Clearly, $K M_{k} \subset M_{k}$ and $\left(K-\lambda_{k}\right) M_{k} \subset$ $M_{k-1} \quad(k \in \mathbb{N})$. By Lemma 8, we can find elements $y_{k} \in M_{k}$ such that $\left\|y_{k}\right\| \leq 2$ and $\operatorname{dist}\left\{y_{k}, M_{k-1}\right\}=1 \quad(k \geq 2)$. For $i>j>1$ we have

$$
\left\|K y_{i}-K y_{j}\right\|=\left\|\lambda_{i} y_{i}+\left(K-\lambda_{i}\right) y_{i}-\lambda_{j} y_{j}-\left(K-\lambda_{j}\right) y_{j}\right\| \geq \operatorname{dist}\left\{\lambda_{i} y_{i}, M_{i-1}\right\}=\left|\lambda_{i}\right|
$$

Since $\lambda_{k} \rightarrow \lambda \neq 0$, the sequence ( $K y_{i}$ ) contains no convergent subsequence. This is a contradiction with the compactness of $K$.

Corollary 14. Let $K \in \mathcal{B}(X)$ be a compact operator. Then $\sigma(K)$ is at most countable. If $\lambda \in \sigma(K), \lambda \neq 0$, then $\lambda$ is an isolated point of $\sigma(K)$ and

$$
\begin{aligned}
0 \neq \operatorname{dim} \operatorname{Ker}(K-\lambda) & =\operatorname{codim} \operatorname{Ran}(K-\lambda) \\
& =\operatorname{dim} \operatorname{Ker}\left(K^{*}-\lambda\right)=\operatorname{codim} \operatorname{Ran}\left(T^{*}-\lambda\right)<\infty
\end{aligned}
$$

Examples 15. (i) An important example of compact operators are integral operators.

Consider the Banach space $C\langle a, b\rangle$ of all continuous complex-valued functions on a bounded closed interval $\langle a, b\rangle$ with the sup-norm.

A continuous function $K(s, t)$ defined on $\langle a, b\rangle \times\langle a, b\rangle$ defines an operator $T$ on $C\langle a, b\rangle$ by

$$
(T f)(s)=\int_{a}^{b} K(s, t) f(t) \mathrm{d} t
$$

It follows from classical results of analysis that $T$ is a compact operator.
The classical Fredholm integral equation is

$$
\lambda f(s)-\int_{a}^{b} K(s, t) f(t) \mathrm{d} t=g(s) \quad(a \leq s \leq b)
$$

where $g \in C\langle a, b\rangle$ is given, $\lambda$ is a parameter and $f$ is unknown. Clearly, we can write the equation as $(\lambda I-T) f=g$.

This was the original motivation that led to the study of operators of the form $\lambda I-T$ where $T$ is compact, see Riesz [Ri2]. The theory of these operators is sometimes referred to as the Riesz-Schauder theory.
(ii) Let $X, Y$ be Banach spaces, $x^{*} \in X^{*}$ and $y \in Y$. Denote by $y \otimes x^{*}$ : $X \rightarrow Y$ the operator defined by $\left(y \otimes x^{*}\right) x=\left\langle x, x^{*}\right\rangle y \quad(x \in X)$. Obviously, $\left\|y \otimes x^{*}\right\|=\|y\| \cdot\left\|x^{*}\right\|$ and $\operatorname{dim} \operatorname{Ran}\left(y \otimes x^{*}\right)=1$.

Finite-rank operators are precisely finite linear combinations of operators of this form.

Operators that can be expressed as $\sum_{i=1}^{\infty} y_{i} \otimes x_{i}^{*}$ for some $y_{i} \in Y$ and $x_{i}^{*} \in X^{*}$ with $\sum_{i}\left\|y_{i}\right\| \cdot\left\|x_{i}^{*}\right\|<\infty$ are called nuclear. It is easy to see that nuclear operators are norm-limits of finite-rank operators and therefore they are compact.

Nuclear operators acting on $X$ form a non-closed two-sided ideal.
(iii) A diagonal operator $\operatorname{diag}\left(c_{1}, c_{2}, \ldots\right)$ acting on a separable Hilbert space is compact if and only if $\lim c_{i}=0$; it is nuclear if and only if $\sum\left|c_{i}\right|<\infty$. The same characterization is true for unilateral weighted shifts with weights $c_{i}$.
(iv) Let $H$ be a Hilbert space with an orthonormal basis $\left(e_{i}\right)_{i \geq 1}$. Operators $T \in \mathcal{B}(H)$ defined by $T e_{i}=\sum_{j=1}^{\infty} \alpha_{i, j} e_{j} \quad(j \geq 1)$, where $\alpha_{i, j} \in \mathbb{C}$ satisfy $\sum_{i, j}\left|\alpha_{i, j}\right|^{2}<\infty$, are called Hilbert-Schmidt. Clearly, $\sum_{i, j}\left|\alpha_{i, j}\right|^{2}=\sum_{j}\left\|T e_{j}\right\|^{2} ;$ this number does not depend on the choice of an orthonormal basis ( $e_{j}$ ).

Hilbert-Schmidt operators are an important example of compact operators.
(v) The Volterra operator $V: L^{2}(0,1) \rightarrow L^{2}(0,1)$ is defined by $(V f)(x)=$ $\int_{0}^{x} f(y) \mathrm{d} y . V$ is an example of a compact operator with $\sigma(V)=\{0\}$.
(vi) Let $1 \leq p<q<\infty$. By the Pitt theorem, every operator $T: \ell^{q} \rightarrow \ell^{p}$ is compact. Furthermore, if $X$ is reflexive, then each operator $T \in \mathcal{B}\left(X, \ell^{1}\right)$ or $T \in \mathcal{B}\left(c_{0}, X\right)$ is compact.

## 16 Fredholm and semi-Fredholm operators

Definition 1. Let $X, Y$ be Banach spaces, let $T \in \mathcal{B}(X, Y)$. We say that:
(i) $T$ is upper semi-Fredholm if $\operatorname{Ran} T$ is closed and $\operatorname{dim} \operatorname{Ker} T<\infty$;
(ii) $T$ is lower semi-Fredholm if $\operatorname{codim} \operatorname{Ran} T<\infty$;
(iii) $T$ is Fredholm if $\operatorname{dim} \operatorname{Ker} T<\infty$ and codim $\operatorname{Ran} T<\infty$.

The set of all upper semi-Fredholm, lower semi-Fredholm and Fredholm operators will be denoted by $\Phi_{+}(X, Y), \Phi_{-}(X, Y)$ and $\Phi(X, Y)$, respectively. Obviously, $\Phi(X, Y)=\Phi_{+}(X, Y) \cap \Phi_{-}(X, Y)$. Operators in $\Phi_{+}(X, Y) \cup \Phi_{-}(X, Y)$ will be called shortly semi-Fredholm. If $Y=X$, then we write $\Phi(X)=\Phi(X, X)$ and similarly $\Phi_{+}(X)$ and $\Phi_{-}(X)$ for short.

The definition of semi-Fredholm operators is seemingly asymmetrical. However, the condition codim $\operatorname{Ran} T<\infty$ implies that the range of $T$ is closed.

Lemma 2. Let $T \in \mathcal{B}(X, Y)$ and let $F \subset Y$ be a finite-dimensional subspace. Suppose that $\operatorname{Ran} T+F$ is closed. Then $\operatorname{Ran} T$ is closed.

In particular, if codim $\operatorname{Ran} T<\infty$, then $\operatorname{Ran} T$ is closed.
Proof. Let $F_{0}=\operatorname{Ran} T \cap F$ and choose a subspace $F_{1}$ such that $F_{0} \oplus F_{1}=F$. Let $S:(X / \operatorname{Ker} T) \oplus F_{1} \rightarrow Y$ be the operator defined by $S(x+\operatorname{Ker} T) \oplus f=T x+f$. Then $\operatorname{Ran} S=\operatorname{Ran} T+F$ and $S$ is one-to-one. Hence $S$ is bounded below, and consequently, the space $\operatorname{Ran} T=S(X / \operatorname{Ker} T \oplus\{0\})$ is closed.

Definition 3. Let $T \in \mathcal{B}(X, Y)$ be an operator with closed range. We write $\alpha(T)=$ $\operatorname{dim} \operatorname{Ker} T$ and $\beta(T)=\operatorname{codim} \operatorname{Ran} T$. If $T$ is semi-Fredholm (either upper or lower), then the index of $T$ is defined by $\operatorname{ind}(T)=\alpha(T)-\beta(T)$.

Clearly, if $T$ is Fredholm, then $\operatorname{ind}(T)<\infty$. If $T \in \Phi_{+}(X, Y) \backslash \Phi(X, Y)$, then $\operatorname{ind}(T)=-\infty$. If $T \in \Phi_{-}(X, Y) \backslash \Phi(X, Y)$, then $\operatorname{ind}(T)=+\infty$.

Theorem 4. Let $T \in \mathcal{B}(X, Y)$ be an operator with closed range. Then $\alpha\left(T^{*}\right)=\beta(T)$ and $\beta\left(T^{*}\right)=\alpha(T)$. Thus:

$$
\begin{array}{rll}
T \in \Phi(X, Y) & \Leftrightarrow & T^{*} \in \Phi\left(Y^{*}, X^{*}\right) ; \\
T \in \Phi_{+}(X, Y) & \Leftrightarrow & T^{*} \in \Phi_{-}\left(Y^{*}, X^{*}\right) ; \\
T \in \Phi_{-}(X, Y) & \Leftrightarrow & T^{*} \in \Phi_{+}\left(Y^{*}, X^{*}\right) .
\end{array}
$$

If $T$ is semi-Fredholm, then ind $T^{*}=-\operatorname{ind} T$.
Proof. We have

$$
\beta(T)=\operatorname{dim} Y / \operatorname{Ran} T=\operatorname{dim}(Y / \operatorname{Ran} T)^{*}=\operatorname{dim} \operatorname{Ran} T^{\perp}=\operatorname{dim} \operatorname{Ker} T^{*}=\alpha\left(T^{*}\right)
$$

Similarly,

$$
\begin{aligned}
\alpha(T) & =\operatorname{dim} \operatorname{Ker} T=\operatorname{dim}(\operatorname{Ker} T)^{*} \\
& =\operatorname{dim} X^{*} /(\operatorname{Ker} T)^{\perp}=\operatorname{dim} X^{*} / \operatorname{Ran} T^{*}=\beta\left(T^{*}\right)
\end{aligned}
$$

Theorem 5. Let $X, Y$ and $Z$ be Banach spaces, $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$. Then:
(i) if $T$ and $S$ are lower semi-Fredholm, then $S T$ is lower semi-Fredholm;
(ii) if $T$ and $S$ are upper semi-Fredholm, then $S T$ is upper semi-Fredholm;
(iii) if $T$ and $S$ are Fredholm, then $S T$ is Fredholm.

Proof. (i) Let $Y_{0} \subset Y$ and $Z_{0} \subset Z$ be finite-dimensional subspaces such that $\operatorname{Ran} T+Y_{0}=Y$ and $\operatorname{Ran} S+Z_{0}=Z$. Then $Z=Z_{0}+S Y=Z_{0}+S \operatorname{Ran} T+S Y_{0}=$ $\operatorname{Ran}(S T)+\left(Z_{0}+S Y_{0}\right)$, where $\operatorname{dim}\left(Z_{0}+S Y_{0}\right)<\infty$. Thus $S T \in \Phi_{-}(X, Z)$.
(ii) If $T, S$ are upper semi-Fredholm, then $T^{*}, S^{*}$ are lower semi-Fredholm and, by (i), $T^{*} S^{*}$ is lower semi-Fredholm. Thus $S T$ is upper semi-Fredholm.
(iii) Follows from (i) and (ii).

Theorem 6. Let $X, Y$ and $Z$ be Banach spaces, $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$. Then:
(i) if $S T$ is lower semi-Fredholm, then $S$ is lower semi-Fredholm;
(ii) if $S T$ is upper semi-Fredholm, then $T$ is upper semi-Fredholm;
(iii) if $S T$ is Fredholm, then $S$ is lower semi-Fredholm and $T$ is upper semiFredholm.

Proof. (i) We have $\operatorname{Ran} S \supset \operatorname{Ran}(S T)$, so codim $\operatorname{Ran} S \leq \operatorname{codim} \operatorname{Ran}(S T)<\infty$.
(ii) If $S T$ is upper semi-Fredholm, then its adjoint $(S T)^{*}=T^{*} S^{*}$ is lower semi-Fredholm, so $T^{*}$ is lower semi-Fredholm and $T$ is upper semi-Fredholm.
(iii) Follows from (i) and (ii).

Corollary 7. The sets $\Phi(X), \Phi_{+}(X)$ and $\Phi_{-}(X)$ are regularities.
Proof. If $T, S \in \mathcal{B}(X)$ and $T S=S T$, then the previous two theorems imply

$$
T S \in \Phi(X) \Leftrightarrow T \in \Phi(X) \text { and } S \in \Phi(X)
$$

and analogous equivalences also for $\Phi_{+}(X)$ and $\Phi_{-}(X)$.
Thus the sets of all Fredholm, upper and lower semi-Fredholm operators satisfy property (P1) of Section 6.

The corresponding spectra are called essential, essential approximate point and essential surjective, respectively:

$$
\begin{aligned}
\sigma_{e}(T) & =\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi(X)\} ; \\
\sigma_{\pi e}(T) & =\left\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi_{+}(X)\right\} ; \\
\sigma_{\delta e}(T) & =\left\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi_{-}(X)\right\} .
\end{aligned}
$$

Properties of these important spectra will be studied later where we also show that they can be extended to commuting $n$-tuples of operators.

Clearly, $\lambda \in \sigma_{\delta e}(T)$ if and only if $\operatorname{codim} \operatorname{Ran}(T-\lambda)=\infty$. The name of the essential approximate point spectrum is justified by the following result:

Theorem 8. Let $T \in \mathcal{B}(X, Y)$. Then $T$ is upper semi-Fredholm if and only if there exists a closed subspace $M \subset X$ of finite codimension such that $\inf \{\|T x\|: x \in$ $M,\|x\|=1\}>0$. Consequently, $\lambda \in \sigma_{\pi e}(T)$ if and only if

$$
\inf \{\|(T-\lambda) x\|: x \in M,\|x\|=1\}=0
$$

for each closed subspace $M$ of finite codimension.
Proof. Let $T \in \Phi_{+}(X, Y)$. Then $\operatorname{dim} \operatorname{Ker} T<\infty$ and we can find a closed subspace $M \subset X$ such that $X=\operatorname{Ker} T \oplus M$. The restriction $T \mid M: M \rightarrow \operatorname{Ran} T$ is one-to-one and onto, and so it is bounded below.

Conversely, let $M \subset X$ be a closed subspace of finite codimension and $\inf \{\|T x\|: x \in M,\|x\|=1\}>0$. Since $\operatorname{Ker} T \cap M=\{0\}$, we have $\operatorname{dim} \operatorname{Ker} T<\infty$. Let $F$ be a finite-dimensional subspace of $X$ such that $F \oplus M=X$. Then $\operatorname{Ran} T=T F+T M$, where $T M$ is closed since $T \mid M$ is bounded below and $\operatorname{dim} T F<\infty$. Hence $\operatorname{Ran} T$ is closed. Therefore $T$ is upper semi-Fredholm.

Theorem 9. Let $T \in \mathcal{B}(X, Y)$ and $K \in \mathcal{K}(X, Y)$. Then:
(i) $T \in \Phi_{+}(X, Y) \Rightarrow T+K \in \Phi_{+}(X, Y)$;
(ii) $T \in \Phi_{-}(X, Y) \Rightarrow T+K \in \Phi_{-}(X, Y)$;
(iii) $T \in \Phi(X, Y) \Rightarrow T+K \in \Phi(X, Y)$.

Proof. (i) Let $T \in \Phi_{+}(X, Y)$ and let $M_{1}$ be a closed subspace of $X$ such that $\operatorname{codim} M_{1}<\infty$ and $\inf \left\{\|T x\|: x \in M_{1},\|x\|=1\right\}=c>0$. Since $K$ is compact, there exists a closed subspace $M_{2} \subset X$ with $\operatorname{codim} M_{2}<\infty$ and $\sup \{\|T x\|: x \in$ $\left.M_{2},\|x\|=1\right\}<c / 2$. Set $M=M_{1} \cap M_{2}$. Then $\operatorname{codim} M<\infty$ and $\inf \{\|(T+$ K) $x\|: x \in M\|, x \|=1\} \geq \inf \{\|T x\|-\|K x\|: x \in M,\|x\|=1\} \geq c / 2$. Hence $T+K \in \Phi_{+}(X, Y)$.
(ii) If $T \in \Phi_{-}(X, Y)$ and $K \in \mathcal{K}(X, Y)$, then $T^{*}$ is upper semi-Fredholm and $K^{*}$ is compact. By (i), $T^{*}+K^{*}$ is upper semi-Fredholm, and so $T+K$ is lower semi-Fredholm.
(iii) Follows from (i) and (ii).

Theorem 10. Let $T \in \Phi_{+}(X, Y)$ and let $M$ be a closed subspace of $X$. Then $T M$ is closed.

Proof. Let $X=\operatorname{Ker} T \oplus M_{1}$; so $T \mid M_{1}$ be bounded below. Then $M=\left(M \cap M_{1}\right)+M_{0}$ for some finite-dimensional subspace $M_{0}$. Thus $T M=T\left(M \cap M_{1}\right)+T M_{0}$ where $T\left(M \cap M_{1}\right)$ is closed since $T \mid M_{1}$ is bounded below, and $\operatorname{dim} T M_{0}<\infty$. Hence $T M$ is closed.

Theorem 11. The sets $\Phi_{+}(X, Y), \Phi_{-}(X, Y)$ and $\Phi(X, Y)$ are open.
More precisely, if $T \in \Phi_{+}(X, Y) \quad\left(T \in \Phi_{-}(X, Y)\right)$, then there exists $\varepsilon>0$ such that $\alpha(T+S) \leq \alpha(T) \quad(\beta(T+S) \leq \beta(T))$ for every $S \in \mathcal{B}(X, Y)$ with $\|S\|<\varepsilon$. In particular, the functions $\alpha: \Phi_{+}(X, Y) \rightarrow\langle 0, \infty)$ and $\beta: \Phi_{-}(X, Y) \rightarrow$ $\langle 0, \infty)$ are upper semicontinuous.

Proof. Let $T \in \Phi_{+}(X, Y)$. Let $M$ be a closed subspace of $X$ such that $X=\operatorname{Ker} T \oplus$ $M$. Then $T \mid M$ is bounded below. If $S \in \mathcal{B}(X, Y)$ satisfies $\|S\|<j(T \mid M)$, then $(T+S) \mid M$ is bounded below, and so $T+S \in \Phi_{+}(X, Y)$. Since $\operatorname{Ker}(T+S) \cap M=\{0\}$, we have $\alpha(T+S)=\operatorname{dim} \operatorname{Ker}(T+S) \leq \operatorname{codim} M=\operatorname{dim} \operatorname{Ker} T=\alpha(T)$.

By taking adjoints we get the corresponding statements for lower semiFredholm operators. Finally, the set $\Phi(X, Y)=\Phi_{+}(X, Y) \cap \Phi_{-}(X, Y)$ is open.

We show later that it is possible to take $\varepsilon=\gamma(T)$ in the previous theorem.

Theorem 12. Let $S \in \mathcal{B}(X, Y)$ and $T \in \mathcal{B}(Y, Z)$. If both $S$ and $T$ are lower semiFredholm (or both are upper semi-Fredholm), then ind $T S=\operatorname{ind} T+\operatorname{ind} S$.

Proof. Let us first suppose that both $T$ and $S$ are Fredholm. Let $Y_{0}=\operatorname{Ran} S \cap$ $\operatorname{Ker} T$. Then $\operatorname{dim} Y_{0}<\infty$. Choose subspaces $Y_{1}$ and $Y_{2}$ such that $\operatorname{Ran} S=Y_{0} \oplus Y_{1}$ and $\operatorname{Ker} T=Y_{0} \oplus Y_{2}$. We have $Y_{2} \cap \operatorname{Ran} S \subset \operatorname{Ker} T \cap \operatorname{Ran} S=Y_{0}$, and so $Y_{2} \cap \operatorname{Ran} S=$ $\{0\}$. Choose a finite-dimensional subspace $Y_{3}$ such that $Y=\operatorname{Ran} S \oplus Y_{2} \oplus Y_{3}=$ $Y_{0} \oplus Y_{1} \oplus Y_{2} \oplus Y_{3}$. Then

$$
T Y=T Y_{1} \oplus T Y_{3}=T\left(Y_{1} \oplus Y_{0}\right) \oplus T Y_{3}=T \operatorname{Ran} S \oplus T Y_{3}
$$

and so codim $\operatorname{Ran}(T S)=\operatorname{codim} \operatorname{Ran} T+\operatorname{dim} T Y_{3}=\operatorname{codim} \operatorname{Ran} T+\operatorname{dim} Y_{3}$.
Furthermore, $\operatorname{dim} \operatorname{Ker} T=\operatorname{dim} Y_{0}+\operatorname{dim} Y_{2}$ and $\operatorname{codim} \operatorname{Ran} S=\operatorname{dim} Y_{2}+$ $\operatorname{dim} Y_{3}$. Consider the operator $\widehat{S}=S \mid \operatorname{Ker}(T S): \operatorname{Ker}(T S) \rightarrow Y_{0}$. Clearly, $\widehat{S}$ is onto and $\operatorname{Ker} \widehat{S}=\operatorname{Ker} S$. Hence $\operatorname{dim} Y_{0}=\operatorname{dim} \operatorname{Ker}(T S)-\operatorname{dim} \operatorname{Ker} S$. Thus

```
\(\operatorname{ind}(T S)=\operatorname{dim} \operatorname{Ker}(T S)-\operatorname{codim} \operatorname{Ran}(T S)\)
    \(=\operatorname{dim} Y_{0}+\operatorname{dim} \operatorname{Ker} S-\operatorname{codim} \operatorname{Ran} T-\operatorname{dim} Y_{3}\)
    \(=\operatorname{dim} \operatorname{Ker} T-\operatorname{dim} Y_{2}+\operatorname{dim} \operatorname{Ker} S-\operatorname{codim} \operatorname{Ran} T-\operatorname{codim} \operatorname{Ran} S+\operatorname{dim} Y_{2}\)
    \(=\operatorname{ind} T+\operatorname{ind} S\).
```

If $S \in \Phi_{-}(X, Y) \backslash \Phi(X, Y)$, then $\operatorname{dim} \operatorname{Ker}(T S) \geq \operatorname{dim} \operatorname{Ker} S=\infty$, and so $\operatorname{ind}(T S)=\infty=\operatorname{ind} T+\operatorname{ind} S$.

Let $S$ be Fredholm and $T \in \Phi_{-}(Y, Z) \backslash \Phi(Y, Z)$. Then $\operatorname{dim} \operatorname{Ker} T=\infty$. Since codim $\operatorname{Ran} S<\infty$, we have $\operatorname{dim}(\operatorname{Ran} S \cap \operatorname{Ker} T)=\infty$. Since $S$ maps $\operatorname{Ker}(T S)$ onto $\operatorname{Ran} S \cap \operatorname{Ker} T$, we conclude that $\operatorname{dim} \operatorname{Ker}(T S)=\infty$. Hence ind $T S=-\infty=$ $\operatorname{ind} T+\operatorname{ind} S$.

Thus ind $T S=-\infty=\operatorname{ind} T+\operatorname{ind} S$ if both $S$ and $T$ are lower semi-Fredholm.
If $S$ and $T$ are both upper semi-Fredholm, then the statement follows by duality.

Theorem 13. Let $T \in \mathcal{B}(X, Y)$. The following statements are equivalent:
(i) $T$ is Fredholm;
(ii) there exist $S \in \mathcal{B}(Y, X), F_{1} \in \mathcal{F}(X)$ and $F_{2} \in \mathcal{F}(Y)$ such that $S T=I_{X}+F_{1}$ and $T S=I_{Y}+F_{2}$;
(iii) there exist $S \in \mathcal{B}(Y, X), K_{1} \in \mathcal{K}(X)$ and $K_{2} \in \mathcal{K}(Y)$ such that $S T=I_{X}+K_{1}$ and $T S=I_{Y}+K_{2}$.
Proof. (i) $\Rightarrow$ (ii): Let $Q \in \mathcal{B}(Y)$ be a projection onto $\operatorname{Ran} T$, let $M$ be a closed subspace of $X$ such that $X=\operatorname{Ker} T \oplus M$. Then $T \mid M: M \rightarrow \operatorname{Ran} T$ is one-to-one and onto. Let $S_{1}: \operatorname{Ran} T \rightarrow M$ be its inverse and set $S=S_{1} Q$. Then $\left(S T-I_{X}\right) m=0$ for all $m \in M$, and so $S T-I_{X} \in \mathcal{F}(X)$.

Further $\left(T S-I_{Y}\right) \mid \operatorname{Ran} T=0$, and so $T S-I_{Y} \in \mathcal{F}(Y)$.
(ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): Since $S T=I_{X}+K_{1} \in \Phi(X)$, we have $T \in \Phi_{+}(X, Y)$. Similarly, $T S=I_{Y}+K_{2} \in \Phi(Y)$ implies that $T \in \Phi_{-}(X, Y)$. Hence $T$ is Fredholm.

Thus the Fredholm operators are precisely the operators invertible modulo the ideal of compact operators. Next, we characterize also the one-sided invertibility.

Theorem 14. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T \in \Phi_{+}(X, Y)$ and $\operatorname{Ran} T$ is complemented;
(ii) there exist $S \in \mathcal{B}(Y, X)$ and $F \in \mathcal{F}(X)$ such that $S T=I_{X}+F$;
(iii) there exist $S \in \mathcal{B}(Y, X)$ and $K \in \mathcal{K}(X)$ such that $S T=I_{X}+K$.

Proof. (i) $\Rightarrow$ (ii): Let $Q \in \mathcal{B}(Y)$ be a projection onto $\operatorname{Ran} T$, let $M$ be a closed subspace of $X$ such that $X=\operatorname{Ker} T \oplus M$. Then $T \mid M: M \rightarrow \operatorname{Ran} T$ is one-to-one and onto. Let $S_{1}: \operatorname{Ran} T \rightarrow M$ be its inverse and set $S=S_{1} Q$. Then $\left(I_{X}-S T\right) \mid M=0$, and so $I_{X}-S T$ is a finite-rank operator.
(ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): Let $S T=I_{X}+K$ for some $S \in \mathcal{B}(Y, X)$ and $K \in \mathcal{K}(X)$. Then $S T$ is Fredholm and $T \in \Phi_{+}(X, Y)$ by Theorem 6.

By Theorem 15.10, there exists $k$ such that $\operatorname{Ran}(S T)^{k}=\operatorname{Ran}(S T)^{k+1}$. Set $M=\operatorname{Ran}(S T)^{k}$. Since $(S T)^{k} \in \Phi(X), \operatorname{codim} M<\infty$. Let $P \in \mathcal{B}(X)$ be a projection onto $M$. Write $T_{0}=T \mid M: M \rightarrow Y$ and $S_{0}=P S: Y \rightarrow M$. Then $S_{0} T_{0}=(S T)\left|M=I_{M}+K\right| M, K \mid M$ is compact and $S_{0} T_{0} M=M$. By Theorem 15.11, $S_{0} T_{0} \in \mathcal{B}(M)$ is invertible, so $\left(S_{0} T_{0}\right)^{-1} S_{0} T_{0}=I_{M}$. By Theorem 9.16, $\operatorname{Ran} T_{0}=T M$ is complemented in $Y$. Since $\operatorname{Ran} T=T M+T(I-P) X$ and $\operatorname{dim} T(I-P) X<\infty$, Lemma A. 1.25 (iii) implies that $\operatorname{Ran} T$ is complemented. This finishes the proof.

Operators satisfying any of the conditions of the previous theorem will be called left essentially invertible. The right essentially invertible operators can be characterized similarly.

Theorem 15. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T \in \Phi_{-}(X, Y)$ and $\operatorname{Ker} T$ is complemented;
(ii) there exist $S \in \mathcal{B}(Y, X)$ and $F \in \mathcal{F}(Y)$ such that $T S=I_{X}+F$;
(iii) there exist $S \in \mathcal{B}(Y, X)$ and $K \in \mathcal{K}(Y)$ such that $T S=I_{X}+K$.

Proof. The proof is analogous to the previous theorem.
It is clear that the sets of all left (right) essentially invertible operators from $X$ to $X$ satisfy (P1) and therefore they are regularities. We define the corresponding left (right) essential spectra of $T \in \mathcal{B}(X)$ by

$$
\begin{aligned}
& \sigma_{l e}(T)=\{\lambda \in \mathbb{C}: T-\lambda \text { is not left essentially invertible }\} \\
& \sigma_{r e}(T)=\{\lambda \in \mathbb{C}: T-\lambda \text { is not right essentially invertible }\}
\end{aligned}
$$

Again, we will show later that these spectra can be extended to commuting $n$ tuples of operators.

For operators on a Hilbert space the left (right) essential spectrum coincides with the essential approximate point spectrum and the essential surjective spectrum, respectively (from this reason, some authors call $\sigma_{\pi e}$ and $\sigma_{\delta e}$ the left and right essential spectrum even for Banach space operators; this terminology is rather confusing).

Theorem 16. Let $T \in \mathcal{B}(X, Y)$ be a semi-Fredholm operator and let $K \in \mathcal{K}(X, Y)$. Then $T+K$ is semi-Fredholm and $\operatorname{ind}(T+K)=\operatorname{ind} T$.

Proof. By Theorem $9, \Phi(X, Y), \Phi_{+}(X, Y)$ and $\Phi_{-}(X, Y)$ are invariant under compact perturbations.

Let $T \in \Phi(X, Y)$. By Theorem 13, there exist $S \in \mathcal{B}(Y, X)$ and $K_{1} \in \mathcal{K}(X)$ such that $S T=I_{X}+K_{1}$. By Theorem 12 and Corollary 15.14, ind $T+\operatorname{ind} S=$ $\operatorname{ind}\left(I_{X}+K_{1}\right)=0$, so ind $T=-\operatorname{ind} S$. Further, $S(T+K)=I_{X}+\left(K_{1}+S K\right)$, where $K_{1}+S K \in \mathcal{K}(X)$, and so ind $S+\operatorname{ind}(T+K)=0$. Hence $\operatorname{ind}(T+K)=$ $-\operatorname{ind} S=\operatorname{ind} T$.

If $T \in \Phi_{+}(X, Y) \backslash \Phi(X, Y)$, then $T+K \in \Phi_{+}(X, Y) \backslash \Phi(X, Y)$, and so $\operatorname{ind}(T+K)=\operatorname{ind} T=-\infty$.

The statement for $T \in \Phi_{-}(X, Y) \backslash \Phi(X, Y)$ can be proved similarly.
Theorem 17. Let $T \in \Phi(X, Y)$. Then there exists $\varepsilon>0$ such that $T+R \in \Phi(X, Y)$ and $\operatorname{ind}(T+R)=\operatorname{ind} T$ for every $R \in \mathcal{B}(X, Y)$ with $\|R\|<\varepsilon$.

Proof. By Theorem 13, there exist $S \in \mathcal{B}(Y, X)$ and $K \in \mathcal{K}(X)$ such that $S T=$ $I_{X}+K$; we can assume that $S$ is Fredholm. Thus ind $T+\operatorname{ind} S=\operatorname{ind} S T=0$. If $R \in \mathcal{B}(X, Y),\|R\|<\|S\|^{-1}$, then $S(T+R)=\left(I_{X}+S R\right)+K$. Since $I_{X}+S R$ is invertible, we have ind $S+\operatorname{ind}(T+R)=\operatorname{ind}\left(I_{X}+S R\right)+K=\operatorname{ind}\left(I_{X}+S R\right)=0$. Thus ind $(T+R)=-\operatorname{ind} S=\operatorname{ind} T$.

The stability of the index for semi-Fredholm operators is true too; it will be proved later. Moreover, the precise estimate of $\varepsilon$ will be given.

Theorem 18. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T \in \Phi_{+}(X, Y)$;
(ii) $\operatorname{dim} \operatorname{Ker}(T-K)<\infty$ for every $K \in \mathcal{K}(X, Y)$;
(iii) there exists $\varepsilon>0$ such that $\operatorname{dim} \operatorname{Ker}(T-K)<\infty$ for every $K \in \mathcal{K}(X, Y)$ with $\|K\| \leq \varepsilon$.

Proof. (i) $\Rightarrow$ (ii) and (ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): Suppose that $T \notin \Phi_{+}(X, Y)$, so $j(T \mid M)=0$ for every subspace $M \subset X$ of finite codimension. Let $\varepsilon>0$. We construct inductively points $x_{k} \in X$, $x_{k}^{*} \in X^{*} \quad(k \in \mathbb{N})$ such that $\left\langle x_{k}, x_{j}^{*}\right\rangle=\delta_{k j},\left\|x_{k}\right\|=1,\left\|x_{j}^{*}\right\| \leq 2^{j}$ and $\left\|T x_{k}\right\| \leq$ $\varepsilon \cdot 2^{-2 k}$ for all $j, k \in \mathbb{N}$. The existence of $x_{1}$ with $\left\|x_{1}\right\|=1$ and $\left\|T x_{1}\right\| \leq \varepsilon / 4$ follows from the fact that $j(T)=0$. By the Hahn-Banach theorem there exists $x_{1}^{*} \in X^{*}$ such that $\left\|x_{1}^{*}\right\|=1=\left\langle x_{1}, x_{1}^{*}\right\rangle$.

Suppose that we have constructed vectors $x_{1}, \ldots, x_{n} \in X, x_{1}^{*}, \ldots, x_{n}^{*} \in X^{*}$ satisfying all the conditions required. Consider the space $M=\bigcap_{i=1}^{n} \operatorname{Ker} x_{i}^{*}$. Since $\operatorname{codim} M<\infty$, we can find $x_{n+1} \in M$ such that $\left\|x_{n+1}\right\|=1$ and $\left\|T x_{n+1}\right\|<$ $\varepsilon \cdot 2^{-2(n+1)}$. Let $g \in X^{*}$ satisfy $\|g\|=1=\left\langle x_{n+1}, g\right\rangle$. Set $x_{n+1}^{*}=g-\sum_{i=1}^{n}\left\langle x_{i}, g\right\rangle x_{i}^{*}$. Then $\left\langle x_{i}, x_{n+1}^{*}\right\rangle=\delta_{i, n+1}$ and $\left\|x_{n+1}^{*}\right\| \leq 1+\sum_{i=1}^{n}\left\|x_{i}^{*}\right\| \leq 2^{n+1}$.

Let $x_{k} \in X$ and $x_{k}^{*} \in X^{*}$ be the vectors constructed above. For $n \in \mathbb{N}$ define $F_{n} \in \mathcal{B}(X)$ by $F_{n} x=\sum_{i=1}^{n}\left\langle x, x_{i}^{*}\right\rangle T x_{i}$. For $m>n$ and $x \in X$ we have

$$
\begin{aligned}
\left\|\left(F_{m}-F_{n}\right) x\right\| & =\left\|\sum_{i=n+1}^{m}\left\langle x, x_{i}^{*}\right\rangle T x_{i}\right\| \leq \sum_{i=n+1}^{m}\|x\| \cdot\left\|x_{i}^{*}\right\| \cdot\left\|T x_{i}\right\| \\
& \leq\|x\| \cdot \sum_{i=n+1}^{m} \frac{\varepsilon 2^{i}}{2^{2 i}} \leq\|x\| \cdot \varepsilon \sum_{i=n+1}^{m} 2^{-i}<2^{-n} \varepsilon\|x\| .
\end{aligned}
$$

Thus the sequence $\left(F_{n}\right)$ is convergent (in the norm) and its limit $K$ is a compact operator. Further, $K x=\sum_{i=1}^{\infty}\left\langle x, x_{i}^{*}\right\rangle T x_{i},\|K\| \leq \varepsilon$ and $(T-K) x_{i}=0$ for all $i$. Since the elements $x_{i}$ are linearly independent, we have $\operatorname{dim} \operatorname{Ker}(T-K)=\infty$.

Theorem 19. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T \in \Phi_{-}(X, Y)$;
(ii) codim $\overline{\operatorname{Ran}(T-K)}<\infty$ for every $K \in \mathcal{K}(X, Y)$;
(iii) there exists $\varepsilon>0$ such that codim $\overline{\operatorname{Ran}(T-K)}<\infty$ for each compact operator $K \in \mathcal{K}(X, Y)$ with $\|K\| \leq \varepsilon$.

Proof. (i) $\Rightarrow$ (ii) and (ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): The argument is similar to the previous proof. Suppose that $T$ is not lower semi-Fredholm, so $T^{*} \notin \Phi_{+}\left(Y^{*}, X^{*}\right)$ and for every subspace $M \subset Y^{*}$ of finite codimension we have $j\left(T^{*} \mid M\right)=0$. Let $\varepsilon>0$. We construct inductively points $y_{k} \in Y, y_{k}^{*} \in Y^{*} \quad(k \in \mathbb{N})$ such that $\left\langle y_{k}, y_{j}^{*}\right\rangle=\delta_{k j},\left\|y_{k}\right\| \leq 4^{k},\left\|y_{j}^{*}\right\|=1$ and $\left\|T^{*} y_{k}^{*}\right\|<\varepsilon 8^{-k}$ for all $j, k \in \mathbb{N}$. The existence of $y_{1}^{*}$ with $\left\|y_{1}^{*}\right\|=1$ and $\left\|T^{*} y_{1}^{*}\right\| \leq \varepsilon / 8$ follows from the fact that $T^{*}$ is not bounded below. We can find $y_{1} \in T$ such that $\left\|y_{1}\right\| \leq 4$ and $\left\langle y_{1}, y_{1}^{*}\right\rangle=1$.

Suppose that we have constructed vectors $y_{1}, \ldots, y_{n} \in Y, y_{1}^{*}, \ldots, y_{n}^{*} \in Y^{*}$ satisfying all the conditions required. Consider the space $M=\left\{y_{1}, \ldots, y_{n}\right\}^{\perp}$. Since $\operatorname{codim} M<\infty$ and $j\left(T^{*} \mid M\right)=0$, we can find $y_{n+1}^{*} \in M$ such that $\left\|y_{n+1}^{*}\right\|=1$ and $\left\|T^{*} y_{n+1}^{*}\right\|<\varepsilon 8^{-(n+1)}$. There exists $y \in Y$ such that $\|y\| \leq 2$ and $\left\langle y, y_{n+1}^{*}\right\rangle=1$. Set $y_{n+1}=y-\sum_{i=1}^{n}\left\langle y, y_{i}^{*}\right\rangle y_{i}$. Then we have $\left\|y_{n+1}\right\| \leq 2+\sum_{i=1}^{n} 2 \cdot 4^{i} \leq 4^{n+1}$, $\left\langle y_{n+1}, y_{n+1}^{*}\right\rangle=\left\langle y, y_{n+1}^{*}\right\rangle=1$ and $\left\langle y_{n+1}, y_{j}^{*}\right\rangle=\left\langle y, y_{j}^{*}\right\rangle-\sum_{i=1}^{n}\left\langle y, y_{i}^{*}\right\rangle\left\langle y_{i}, y_{j}^{*}\right\rangle=0$ for $1 \leq j \leq n$.

Let $y_{k} \in Y$ and $y_{k}^{*} \in Y^{*}$ be the vectors constructed above. For $n \in \mathbb{N}$ define $F_{n} \in \mathcal{B}(X, Y)$ by $F_{n} x=\sum_{i=1}^{n}\left\langle x, T^{*} y_{i}^{*}\right\rangle y_{i}$. For $m>n$ and $x \in X$ we have

$$
\left\|\left(F_{m}-F_{n}\right) x\right\|=\left\|\sum_{i=n+1}^{m}\left\langle x, T^{*} y_{i}^{*}\right\rangle y_{i}\right\| \leq \sum_{i=n+1}^{m}\|x\| \varepsilon 8^{-i} \cdot 4^{i} \leq\|x\| \varepsilon 2^{-n},
$$

so the sequence $\left(F_{n}\right)$ is convergent, its limit $K$ is a compact operator and $\|K\| \leq \varepsilon$. Further, $K x=\sum_{i=1}^{\infty}\left\langle x, T^{*} y_{i}^{*}\right\rangle y_{i}$ and $\left\langle K x, y_{k}^{*}\right\rangle=\left\langle x, T^{*} y_{k}^{*}\right\rangle=\left\langle T x, y_{k}^{*}\right\rangle$ for all $x \in X$ and $k \in \mathbb{N}$. Thus $y_{k}^{*} \in \operatorname{Ran}(T-K)^{\perp}$ for all $k$. Since the elements $y_{k}^{*}$ are linearly independent, we have $\operatorname{dim} \operatorname{Ran}(T-K)^{\perp}=\operatorname{codim} \overline{\operatorname{Ran}(T-K)}=\infty$.

We finish the section with the Kato decomposition of semi-Fredholm operators. We start with the following lemma:

Lemma 20. Let $T \in \mathcal{B}(X)$ be an operator with closed range. Suppose that for each $k \in \mathbb{N}$ there exists a finite-dimensional subspace $F_{k} \subset X$ such that $\operatorname{Ker} T \subset$ $\overline{\operatorname{Ran} T^{k}}+F_{k}$. Then:
(i) $\operatorname{Ran} T^{k}$ is closed for each $k \in \mathbb{N}$;
(ii) either $T$ is Kato, or there exist closed subspaces $Y_{1}, Y_{2} \subset Y$ invariant with respect to $T$ such that $X=Y_{1} \oplus Y_{2}, 1 \leq \operatorname{dim} Y_{1}<\infty$ and $T \mid Y_{1}$ is nilpotent.

Proof. (i) We prove by induction on $k$ that $\operatorname{Ran} T^{k}$ is closed for all $k$.
By assumption, this is true for $k=1$. Suppose that $k \geq 1, \operatorname{Ran} T^{k}$ is closed and let $\operatorname{Ker} T \subset \overline{\operatorname{Ran} T^{k+1}}+F_{k+1}$ for some finite-dimensional subspace $F_{k+1}$. We may assume that $F_{k+1} \subset \operatorname{Ker} T$.

Let $u \in \overline{\operatorname{Ran} T^{k+1}}$. By the induction assumption, $u \in \operatorname{Ran} T^{k}$, and so $u=T^{k} v$ for some $v \in X$. Further, there are vectors $v_{j} \in X \quad(j=1,2, \ldots)$ such that $T^{k+1} v_{j} \rightarrow u \quad(j \rightarrow \infty)$. Thus $T\left(T^{k} v_{j}-T^{k-1} v\right) \rightarrow 0$. Consider the operator $\widehat{T}: X / \operatorname{Ker} T \rightarrow \operatorname{Ran} T$ induced by $T$. Clearly, $\widehat{T}$ is bounded below and $\widehat{T}\left(T^{k} v_{j}-\right.$ $\left.T^{k-1} v+\operatorname{Ker} T\right) \rightarrow 0$, so $T^{k} v_{j}+T^{k-1} v+\operatorname{Ker} T \rightarrow 0 \quad(j \rightarrow \infty)$ in the quotient space $X / \operatorname{Ker} T$. Thus there exist vectors $w_{j} \in \operatorname{Ker} T$ such that $T^{k} v_{j}+w_{j} \rightarrow T^{k-1} v$. Since $w_{j} \in \operatorname{Ker} T \subset \operatorname{Ran} T^{k}+F_{k+1}$ and $\operatorname{Ran} T^{k}+F_{k+1}$ is closed, we have $T^{k-1} v=T^{k} x+f$ for some $x \in X$ and $f \in F_{k+1} \subset \operatorname{Ker} T$. Hence $u=T^{k} v=T^{k+1} x \in \operatorname{Ran} T^{k+1}$ and $\operatorname{Ran} T^{k+1}$ is closed.
(ii) Let $k \geq 1$ be the smallest integer such that $\operatorname{Ker} T \not \subset \operatorname{Ran} T^{k}$; so $\operatorname{Ker} T \subset$ $\operatorname{Ran} T^{k-1}$. Since $\operatorname{Ker} T \subset \operatorname{Ran} T^{k}+F_{k}$, for all $u_{1}, \ldots, u_{n} \in \operatorname{Ker} T$ with $n>\operatorname{dim} F_{k}$ there is a non-trivial linear combination $\sum_{i=1}^{n} \alpha_{i} u_{i} \in \operatorname{Ran} T^{k} \cap \operatorname{Ker} T$. Thus $\operatorname{dim} \operatorname{Ker} T /\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{k}\right) \leq \operatorname{dim} F_{k}$ and there is a finite-dimensional subspace $L_{k-1}$ such that

$$
\operatorname{Ker} T=L_{k-1} \oplus\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{k}\right)
$$

Let $r=\operatorname{dim} L_{k-1}$. Then $1 \leq r<\infty$.
As $L_{k-1} \subset \operatorname{Ker} T \subset \operatorname{Ran} T^{k-1}$, we can find a subspace $L_{0}$ such that $\operatorname{dim} L_{0}=$ $r$ and $T^{k-1} L_{0}=L_{k-1}$. For $i=1, \ldots, k-1$ set $L_{i}=T^{i} L_{0}$. Clearly, $L_{i} \subset \operatorname{Ran} T^{i}$ and $L_{i} \cap \operatorname{Ran} T^{i+1}=\{0\}$ for all $i$. Therefore the subspaces $L_{0}, L_{1}, \ldots, L_{k-1}$ and $\operatorname{Ran} T^{k}$ are linearly independent in the following sense: if $l_{i} \in L_{i}(0 \leq i \leq k-1)$, $x \in R\left(T^{k}\right)$ and $x+l_{0}+\cdots+l_{k-1}=0$, then $x=l_{0}=\cdots=l_{k-1}=0$.

Let $x_{1}, \ldots, x_{r}$ be a basis in $L_{0}$. Since $T^{k-1} x_{1}, \ldots, T^{k-1} x_{r}$ are linearly independent modulo $\operatorname{Ran} T^{k}+L_{0}+\cdots+L_{k-2}$, we can find linear functionals
$f_{1}, \ldots, f_{r} \in\left(\operatorname{Ran} T^{k}+L_{0}+\cdots+L_{k-2}\right)^{\perp}$ such that $\left\langle T^{k-1} x_{i}, f_{j}\right\rangle=\delta_{i j}$ for all $i, j=1, \ldots, r$. Set

$$
Y_{1}=\bigvee_{i=0}^{k-1} L_{i} \quad \text { and } \quad Y_{2}=\bigcap_{i=0}^{k-1} \bigcap_{j=1}^{r} \operatorname{Ker}\left(T^{* i} f_{j}\right)
$$

Clearly, $\operatorname{dim} Y_{1}<\infty, T Y_{1} \subset Y_{1}$ and $\left(T \mid Y_{1}\right)^{k}=0$. Further, $T Y_{2} \subset Y_{2}$. Indeed, if $x \in Y_{2}$, then

$$
\left\langle T x, T^{* i} f_{j}\right\rangle=\left\langle x, T^{*(i+1)} f_{j}\right\rangle=0 \quad \text { for } \quad 0 \leq i \leq k-2
$$

and $\left\langle T x, T^{*(k-1)} f_{j}\right\rangle=\left\langle T^{k} x, f_{j}\right\rangle=0$.
Since

$$
\left\langle T^{i} x_{j}, T^{* i^{\prime}} f_{j^{\prime}}\right\rangle=\left\langle T^{i+i^{\prime}} x_{j}, f_{j^{\prime}}\right\rangle= \begin{cases}1 & \left(j=j^{\prime}, i+i^{\prime}=k-1\right) \\ 0 & \text { otherwise }\end{cases}
$$

the sets $\left\{T^{i} x_{j}: 0 \leq i \leq k-1,1 \leq j \leq r\right\}$ and $\left\{T^{* i} f_{j}: 0 \leq i \leq k-1,1 \leq j \leq r\right\}$ form a biorthogonal system. Thus it is easy to show that $X=Y_{1} \oplus Y_{2}$.

Theorem 21. (Kato decomposition) Let $T \in \mathcal{B}(X)$ be semi-Fredholm. Then there exist closed subspaces $X_{1}, X_{2} \subset X$ invariant with respect to $T$ such that $X=$ $X_{1} \oplus X_{2}, \operatorname{dim} X_{1}<\infty, T \mid X_{1}$ is nilpotent and $T \mid X_{2}$ is Kato.

Proof. Suppose first that $T$ is upper semi-Fredholm. If $T$ is Kato, then we can take $X_{1}=\{0\}, X_{2}=X$.

If $T$ is not Kato, then we can use the previous lemma to find a decomposition $X=Y_{1} \oplus Y_{2}$ such that $T Y_{i} \subset Y_{i} \quad(i=1,2), 1 \leq \operatorname{dim} Y_{1}<\infty$ and $T \mid Y_{1}$ nilpotent. Let $T_{i}=T \mid Y_{i} \quad(i=1,2)$. Clearly, $\operatorname{Ker} T=\operatorname{Ker} T_{1} \oplus \operatorname{Ker} T_{2}$, and so $\operatorname{dim} \operatorname{Ker} T_{2}<$ $\operatorname{dim} \operatorname{Ker} T$. If $T_{2}$ is Kato, then the proof is finished, otherwise we can repeat the same construction for the operator $T_{2}$. After a finite number of steps we obtain the required decomposition.

If $T$ is lower semi-Fredholm, then we can proceed similarly. In this case $\operatorname{codim} \operatorname{Ran} T_{2}<\operatorname{codim} \operatorname{Ran} T_{1}+\operatorname{codim} \operatorname{Ran} T_{2}=\operatorname{codim} \operatorname{Ran} T$.

Again, after a finite number of steps we obtain the required decomposition.

## 17 Construction of Sadovskii/Buoni, Harte, Wickstead

In this section we introduce a construction which is very useful in the study of Fredholm operators and essential spectra.

Let $X$ be a Banach space. Denote by $\ell^{\infty}(X)$ the set of all bounded sequences of elements of $X$. It is clear that $\ell^{\infty}(X)$ with the natural algebraic operations and with the norm $\left\|\left(x_{i}\right)_{i=1}^{\infty}\right\|=\sup _{i \in \mathbb{N}}\left\|x_{i}\right\|$ is a Banach space.

For $\tilde{x}=\left(x_{i}\right) \in \ell^{\infty}(X)$ let $q(\tilde{x})$ be the infimum of all $\varepsilon>0$ such that the set $\left\{x_{i}: i \in \mathbb{N}\right\}$ is contained in the union of a finite number of open balls with radius $\varepsilon$.

It is easy to see that $q(\tilde{x})=0$ if and only if the set $\left\{x_{i}: i \in \mathbb{N}\right\}$ is totally bounded (i.e., its closure is compact). So $q$ is a "measure of non-compactness". Let further $m(X)=\left\{\tilde{x} \in \ell^{\infty}(X): q(\tilde{x})=0\right\}$.

The basic properties of $q$ and $m(X)$ are given in the next lemma.
Lemma 1. Let $X$ be a Banach space. Then for all $\tilde{x}, \tilde{y} \in \ell^{\infty}(X)$ and $\lambda \in \mathbb{C}$ we have:
(i) $q(\tilde{x}) \leq\|\tilde{x}\|$;
(ii) $q(\tilde{x}+\tilde{y}) \leq q(\tilde{x})+q(\tilde{y}), q(\lambda \tilde{x})=|\lambda| q(\tilde{x})$ (so $q$ is a seminorm on $\ell^{\infty}(X)$ );
(iii) $m(X)$ is a closed subspace of $\ell^{\infty}(X)$;
(iv) $m(X)$ is the closure of the set of all sequences $\left(x_{i}\right) \in \ell^{\infty}(X)$ such that $\operatorname{dim} \bigvee\left\{x_{i}: i \in \mathbb{N}\right\}<\infty ;$
(v) $q(\tilde{x})=\inf \{\|\tilde{x}+\tilde{m}\|: \tilde{m} \in m(X)\}$.

Proof. Straightforward.
Lemma 2. Let $M, N$ be closed subspaces of a Banach space $X$ and let $M \subset N$. Then:
(i) if $\operatorname{dim} N / M<\infty$, then $\ell^{\infty}(M)+m(X)=\ell^{\infty}(N)+m(X)$;
(ii) if $\operatorname{dim} N / M=\infty$, then $\operatorname{dim}\left(\ell^{\infty}(M)+m(X)\right) /\left(\ell^{\infty}(N)+m(X)\right)=\infty$.

Proof. (i) Let $P: N \rightarrow M$ be a bounded projection onto $M$. If $\tilde{n}=\left(n_{i}\right) \in \ell^{\infty}(N)$, then $\left(n_{i}\right)=\left(P n_{i}\right)+\left((I-P) n_{i}\right)$, where $\left(P n_{i}\right) \in \ell^{\infty}(M)$ and $\left((I-P) n_{i}\right) \in$ $\ell^{\infty}(\operatorname{Ker} P) \subset m(X)$.
(ii) By Lemma 15.8 , there exist vectors $x_{1}, x_{2}, \ldots$ in $N$ such that $\left\|x_{k}\right\| \leq$ 2 and $\operatorname{dist}\left\{x_{k+1}, M \vee\left\{x_{1}, \ldots, x_{k}\right\}\right\}=1$ for every $k$. Consider the sequences $\tilde{x}^{(1)}, \tilde{x}^{(2)}, \cdots \in \ell^{\infty}(N)$ defined by $\tilde{x}^{(k)}=\left(x_{k+1}, x_{k+2}, \ldots\right)$.

We show that these sequences are linearly independent modulo $\ell^{\infty}(M)+$ $m(X)$. Suppose on the contrary that for some $k$ there are $\tilde{m}=\left(m_{i}\right) \in \ell^{\infty}(M)$, $\tilde{l}=\left(l_{i}\right) \in m(X)$ and $\alpha_{1}, \ldots, \alpha_{k-1} \in \mathbb{C}$ such that $\tilde{x}^{(k)}=\tilde{m}+\tilde{l}+\sum_{i=1}^{k-1} \alpha_{i} \tilde{x}^{(i)}$. Equivalently,

$$
l_{j}=x_{k+j}-m_{j}-\sum_{i=1}^{k-1} \alpha_{i} x_{i+j}
$$

for all $j \geq 1$. Thus for $1 \leq j<j^{\prime}$ we have

$$
\begin{aligned}
\left\|l_{j^{\prime}}-l_{j}\right\| & =\left\|x_{k+j^{\prime}}-x_{k+j}-m_{j^{\prime}}+m_{j}-\sum_{i=1}^{k-1} \alpha_{i} x_{i+j^{\prime}}-\sum_{i=1}^{k-1} \alpha_{i} x_{i+j}\right\| \\
& \geq \operatorname{dist}\left\{x_{k+j^{\prime}}, M \vee\left\{x_{1}, \ldots, x_{k+j^{\prime}-1}\right\}\right\} \geq 1
\end{aligned}
$$

and so $\tilde{l} \notin m(X)$, a contradiction.

For a Banach space $X$ write $\tilde{X}=\ell^{\infty}(X) / m(X)$. Thus the elements of $\tilde{X}$ can be viewed as bounded sequences of elements of $X$ with the new norm $q(\tilde{x})$; we identify $\tilde{x}$ and $\tilde{y}$ if $q(\tilde{x}-\tilde{y})=0$.

Let $X, Y$ be Banach spaces and let $T: X \rightarrow Y$ be an operator. Define $T^{\infty}: \ell^{\infty}(X) \rightarrow \ell^{\infty}(Y)$ by $T^{\infty}\left(x_{i}\right)=\left(T x_{i}\right)$. It is easy to see that

$$
q\left(T^{\infty}(\tilde{x})\right) \leq\|T\| \cdot q(\tilde{x}) \quad\left(\tilde{x} \in \ell^{\infty}(X)\right)
$$

and so $T^{\infty} m(X) \subset m(Y)$.
Let $\tilde{T}: \tilde{X} \rightarrow \tilde{Y}$ be the operator defined by $\tilde{T}(\tilde{x}+m(X))=T^{\infty} \tilde{x}+m(Y)$.
Lemma 3. Let $T \in \mathcal{B}(X, Y), S \in \mathcal{B}(Y, Z)$. Then:
(i) $\|\tilde{T}\| \leq\|T\|$;
(ii) $\widetilde{S T}=\tilde{S} \tilde{T}$;
(iii) if $I_{X}$ is the identity operator on $X$, then $\tilde{I}_{X}=I_{\tilde{X}}$;
(iv) $\tilde{T}=0$ if and only if $T$ is compact.

Proof. Straightforward.
Lemma 4. Let $T: X \rightarrow Y$ be an operator with closed range. Then $\operatorname{Ran} T^{\infty}=$ $\ell^{\infty}(\operatorname{Ran} T)$.
Proof. It is clear that $\operatorname{Ran} T^{\infty} \subset \ell^{\infty}(\operatorname{Ran} T)$. The opposite inclusion is a consequence of the open mapping theorem.
Theorem 5. Let $X, Y$ be infinite-dimensional Banach spaces and let $T: X \rightarrow Y$ be an operator. Then:
(i) if $T$ is onto, then $\tilde{T}$ is onto. More precisely, $k(\tilde{T}) \geq k(T)$, where $k$ is the surjectivity modulus;
(ii) if $T$ is bounded below, then $\tilde{T}$ is bounded below. More precisely, $j(\tilde{T}) \geq$ $\frac{1}{2} j(T)$, where $j$ is the injectivity modulus;
(iii) if $\operatorname{Ran} T$ is closed, then $\operatorname{Ran} \tilde{T}$ is closed.

Proof. (i) If $T$ is onto, then $\tilde{T}$ is onto by the preceding lemma. Let $\tilde{y}=\left(y_{i}\right) \in \ell^{\infty}(Y)$ satisfy $q(\tilde{y})<1$. Then there are a finite number of elements $z_{1}, \ldots, z_{n} \in Y$ such that $\operatorname{dist}\left\{y_{i},\left\{z_{1}, \ldots, z_{n}\right\}\right\}<1 \quad(i \in \mathbb{N})$. For every $j=1, \ldots, n$ choose $u_{j} \in X$ such that $T u_{j}=z_{j}$. For $i \in \mathbb{N}$ find $j(i) \in\{1, \ldots, n\}$ such that $\left\|y_{i}-z_{j(i)}\right\|<1$ and $v_{i} \in X$ such that $T v_{i}=y_{i}-z_{j(i)}$ and $\left\|v_{i}\right\| \leq k(T)^{-1}$. Set $\tilde{x}=\left(x_{i}\right)$, where $x_{i}=v_{i}+u_{j(i)}$. Then $T x_{i}=y_{i}$ and dist $\left\{x_{i},\left\{u_{1}, \ldots, u_{n}\right\}\right\} \leq\left\|x_{i}-u_{j(i)}\right\|=\left\|v_{i}\right\| \leq$ $k(T)^{-1}$. Thus $q(\tilde{x}) \leq k(T)^{-1}$ and $k(\tilde{T}) \geq k(T)$.
(ii) Let $\left(x_{i}\right) \in \ell^{\infty}(X)$ and let $q\left(\left(T x_{i}\right)\right)<1$. Then the set $\left\{T x_{i}: i \in \mathbb{N}\right\}$ can be covered by a finite number of balls $B_{1}, \ldots, B_{n}$ of radius 1 . We can assume that each ball $B_{j}$ contains at least one element $T x_{i_{j}}$. Then $\left\{T x_{i}: i \in \mathbb{N}\right\} \subset \bigcup_{j=1}^{n}\{y \in$ $\left.Y:\left\|y-T x_{i_{j}}\right\| \leq 2\right\}$. We have $\left\{x_{i}: i \in \mathbb{N}\right\} \subset \bigcup_{j=1}^{n}\left\{x \in X:\left\|x-x_{i_{j}}\right\| \leq 2 j(T)^{-1}\right\}$, and so $q\left(\left(x_{i}\right)\right) \leq 2 j(T)^{-1}$. Hence $j(\tilde{T}) \geq \frac{1}{2} j(T)$.
(iii) Let $\operatorname{Ran} T$ be closed. Then $T$ can be expressed as the composition $T=$ $T_{2} T_{1}$, where $T_{1}: X \rightarrow \operatorname{Ran} T$ is induced by $T$, and $T_{2}: \operatorname{Ran} T \rightarrow Y$ is the natural embedding. By (i) and (ii), $\tilde{T}_{1}$ is onto and $\tilde{T}_{2}$ is bounded below. Thus $\tilde{T}=\tilde{T}_{2} \tilde{T}_{1}$, and so $\operatorname{Ran} \tilde{T}=\tilde{T}_{2} \operatorname{Ran} \tilde{T}_{1}$, which is closed.

The factor $\frac{1}{2}$ in Theorem 5 (ii) is really necessary, see Example 24.6.
Theorem 6. Let $T: X \rightarrow Y$. The following statements are equivalent:
(i) $T$ is lower semi-Fredholm (i.e., codim $\operatorname{Ran} T<\infty$ );
(ii) $\tilde{T}$ is onto;
(iii) $\tilde{T}$ is lower semi-Fredholm;
(iv) $\operatorname{Ran} \tilde{T}$ is dense in $\tilde{Y}$.

Proof. Suppose that $T$ is lower semi-Fredholm. Since Ran $T$ is closed and of finite codimension, we have $\ell^{\infty}(\operatorname{Ran} T)+m(Y)=\ell^{\infty}(Y)$ by Lemma 2. Thus $\tilde{T}$ is onto.

Conversely, suppose that $T$ is not lower semi-Fredholm. By Theorem 16.19, there exists $T_{1} \in \mathcal{B}(X, Y)$ such that $T-T_{1}$ is compact and $\operatorname{codim} \overline{\operatorname{Ran} T_{1}}=\infty$. Then $\tilde{T}_{1}=\tilde{T}, \operatorname{Ran} T_{1}^{\infty} \subset \ell^{\infty}\left(\overline{\operatorname{Ran} T_{1}}\right)$ and, by Lemma 2,

$$
\operatorname{dim} \ell^{\infty}(Y) /\left(\ell^{\infty}\left(\overline{\operatorname{Ran} T_{1}}\right)+m(Y)\right)=\infty
$$

Thus codim $\operatorname{Ran} \tilde{T}_{1}=\infty$ and $\tilde{T}$ is not lower semi-Fredholm.
Also, there exists a sequence $\tilde{y}=\left(y_{i}\right) \in \ell^{\infty}(Y)$ such that $\left\|y_{i}\right\| \leq 2$ and $\operatorname{dist}\left\{y_{i}, \overline{\operatorname{Ran} T_{1}} \vee\left\{y_{1}, \ldots, y_{i-1}\right\}\right\}=1$ for all $i \in \mathbb{N}$. Thus for all $\tilde{x} \in \ell^{\infty}(X)$ and $i \neq j$ we have $\left\|\left(y_{i}-T_{1} x_{i}\right)-\left(y_{j}-T_{1} x_{j}\right)\right\| \geq 1$, and so $q\left(\tilde{y}-\left(T_{1}^{\infty} \tilde{x}\right)\right) \geq 1 / 2$. Hence $\tilde{y}+m(Y) \notin \overline{\operatorname{Ran} \tilde{T}_{1}}=\overline{\operatorname{Ran} \tilde{T}}$ and $\operatorname{Ran} \tilde{T}$ is not dense in $\tilde{Y}$.
Lemma 7. Let $\left(x_{i}\right) \in m(X)$. Then there exist numbers $1 \leq n_{1}<n_{2}<\cdots$ with the property that

$$
\operatorname{dist}\left\{x_{i},\left\{x_{1}, \ldots, x_{n_{k}}\right\}\right\} \leq 2^{-k}
$$

for all $k, i \in \mathbb{N}$.
Proof. We construct the numbers $n_{k}$ inductively. Let $k \in \mathbb{N}$. There exists a finite set $F \subset X$ such that $\operatorname{dist}\left\{x_{i}, F\right\} \leq 2^{-(k+1)}$ for each $i$. We can assume that $F$ is a minimal set with this property. For every $f \in F$ choose $i_{f} \in \mathbb{N}$ such that $\left\|x_{i_{f}}-f\right\| \leq \frac{1}{2^{k+1}}$. Choose $n_{k} \geq \max \left\{i_{f}: f \in F\right\}$ such that $n_{k}>n_{k-1}$. Obviously, $\operatorname{dist}\left\{x_{i},\left\{x_{1}, \ldots, x_{n_{k}}\right\}\right\} \leq 2^{-k}$ for each $i$.
Lemma 8. Let $T: X \rightarrow Y$ be an operator with closed range, let $\left(x_{i}\right) \in \ell^{\infty}(X)$ and $\left(T x_{i}\right) \in m(Y)$. Then there exists a sequence $\left(x_{i}^{\prime}\right) \in m(X)$ such that $x_{i}-x_{i}^{\prime} \in$ $\operatorname{Ker} T \quad(i \in \mathbb{N})$. In particular, $\operatorname{Ker} \tilde{T}=\ell^{\infty}(\operatorname{Ker} T)+m(X)$.

If $T$ is onto, then $T^{\infty} m(X)=m(Y)$.
Proof. Let $\left(x_{i}\right) \in \ell^{\infty}(X)$ and $\left(T x_{i}\right) \in m(Y)$. Let $0<s<\gamma(T)$. By Lemma 7, there exist numbers $1 \leq n_{1}<n_{2}<\cdots$ such that

$$
\operatorname{dist}\left\{T x_{i},\left\{T x_{1}, \ldots, T x_{n_{k}}\right\}\right\} \leq 2^{-k} \quad(k, i \in \mathbb{N})
$$

We construct inductively points $x_{i}^{\prime} \in X$ such that $T x_{i}^{\prime}=T x_{i}$ and

$$
\begin{equation*}
\operatorname{dist}\left\{x_{i}^{\prime},\left\{x_{1}^{\prime}, \ldots, x_{n_{k}}^{\prime}\right\}\right\} \leq \frac{1}{s \cdot 2^{k}} \quad\left(k, i \in \mathbb{N}, n_{k}<i \leq n_{k+1}\right) \tag{1}
\end{equation*}
$$

For $i \leq n_{1}$ set $x_{i}^{\prime}=x_{i}$.
Suppose that $k \geq 1$ and the points $x_{1}^{\prime}, \ldots, x_{n_{k}}^{\prime}$ satisfying (1) have already been constructed. For each $i, n_{k}<i \leq n_{k+1}$, there exists $j(i) \leq n_{k}$ such that $\left\|T x_{i}-T x_{j(i)}\right\| \leq 2^{-k}$. Find $u_{i} \in X$ such that $T u_{i}=T x_{i}-T x_{j(i)}$ and $\left\|u_{i}\right\| \leq \frac{1}{s \cdot 2^{k}}$. Set $x_{i}^{\prime}=x_{j(i)}^{\prime}+u_{i}$. Then $T x_{i}^{\prime}=T x_{j(i)}+T u_{i}=T x_{i}$ and we have $\left\|x_{i}^{\prime}-x_{j(i)}^{\prime}\right\|=$ $\left\|u_{i}\right\| \leq \frac{1}{s \cdot 2^{k}}$. Thus $x_{i}^{\prime}$ satisfy (1) and we can continue the induction.

Note that the sequence ( $x_{i}^{\prime}$ ) satisfying (1) also satisfies

$$
\begin{equation*}
\operatorname{dist}\left\{x_{i}^{\prime},\left\{x_{1}^{\prime}, \ldots, x_{n_{k}}^{\prime}\right\}\right\} \leq \frac{1}{s \cdot 2^{k-1}} \quad(k, i \in \mathbb{N}) \tag{2}
\end{equation*}
$$

This is clear for $i \leq n_{k+1}$. Let $n_{l}<i \leq n_{l+1}$ for some $l \geq k+1$. Then there exists $j_{l} \leq n_{l}$ with $\left\|x_{i}^{\prime}-x_{j_{l}}^{\prime}\right\| \leq \frac{1}{s \cdot 2^{l}}$ and we can construct inductively indices $j_{l-1} \leq n_{l-1}, \ldots, j_{k} \leq n_{k}$ such that $\left\|x_{j_{l}}^{\prime}-x_{j_{l-1}}^{\prime}\right\| \leq \frac{1}{s \cdot 2^{l-1}}, \ldots,\left\|x_{j_{k+1}}^{\prime}-x_{j_{k}}^{\prime}\right\| \leq \frac{1}{s \cdot 2^{k}}$. Thus

$$
\left\|x_{i}^{\prime}-x_{j_{k}}\right\| \leq \frac{1}{s \cdot 2^{l-1}}+\frac{1}{s \cdot 2^{l-2}}+\cdots+\frac{1}{s \cdot 2^{k}} \leq \frac{1}{s \cdot 2^{k-1}}
$$

Clearly, (2) implies that $\left(x_{i}^{\prime}\right) \in m(X)$.
Theorem 9. Let $T \in \mathcal{B}(X, Y)$. The following conditions are equivalent:
(i) $T$ is upper semi-Fredholm;
(ii) $\tilde{T}$ is one-to-one;
(iii) $\tilde{T}$ is bounded below;
(iv) $\tilde{T}$ is upper semi-Fredholm.

Proof. Suppose that $T$ is upper semi-Fredholm. Then Ran $\tilde{T}$ is closed. By Lemma 8, $\operatorname{Ker} \tilde{T}=\ell^{\infty}(\operatorname{Ker} T)+m(X)=m(X)$. So $\tilde{T}$ is one-to-one and therefore bounded below.

Conversely, if $T$ is not upper semi-Fredholm, then there exists a compact operator $K: X \rightarrow Y$ such that $T_{1}=T+K$ satisfies $\operatorname{dim} \operatorname{Ker} T_{1}=\infty$. Clearly, $\operatorname{Ker} T_{1}^{\infty}=\ell^{\infty}\left(\operatorname{Ker} T_{1}\right)$ and, by Lemma 2, $\operatorname{dim}\left(\operatorname{Ker} T_{1}^{\infty}+m(X)\right) / m(X)=\infty$. So $\operatorname{dim} \operatorname{Ker} \tilde{T}_{1}=\infty$. Thus $\tilde{T}=\tilde{T}_{1}$ is neither one-to-one nor upper semi-Fredholm.

Corollary 10. Let $T \in \mathcal{B}(X)$. Then $\sigma(\tilde{T})=\sigma_{e}(T), \sigma_{\pi}(\tilde{T})=\sigma_{\pi e}(T)$ and $\sigma_{\delta}(\tilde{T})=$ $\sigma_{\delta e}(T)$.

Theorem 11. Let $X, Y, Z$ be Banach spaces, let $T: X \rightarrow Y, S: Y \rightarrow Z$ be operators such that $S T=0$. The following conditions are equivalent:
(i) $\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T<\infty$ and $\operatorname{Ran} S$ is closed;
(ii) $\operatorname{Ran} \tilde{T}=\operatorname{Ker} \tilde{S}$;
(iii) $\operatorname{dim} \operatorname{Ker} \tilde{S} / \operatorname{Ran} \tilde{T}<\infty$.

Proof. Suppose that (i) is true. Then Ran $T$ is closed and

$$
\operatorname{Ran} T^{\infty}+m(Y)=\ell^{\infty}(\operatorname{Ran} T)+m(Y)=\ell^{\infty}(\operatorname{Ker} S)+m(Y)=\operatorname{Ker} S^{\infty}+m(Y)
$$

Thus $\operatorname{Ran} \tilde{T}=\operatorname{Ker} \tilde{S}$ by Lemma 8 .
Conversely, suppose that (i) is false. Suppose first that $\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T=$ $\infty$. By Theorem 16.19, there exists $T_{1}: X \rightarrow Y$ such that $T-T_{1}$ is compact, $\operatorname{Ran} T_{1} \subset \operatorname{Ker} S$ and $\operatorname{dim} \operatorname{Ker} S / \overline{\operatorname{Ran} T_{1}}=\infty$. Thus $\operatorname{Ran} T_{1}^{\infty}+m(Y) \subset$ $\ell^{\infty}\left(\overline{\operatorname{Ran} T_{1}}\right)+m(Y)$ and

$$
\left.\operatorname{dim}\left(\ell^{\infty}(\operatorname{Ker} S)+m(Y)\right)\right) /\left(\ell^{\infty}\left(\overline{\operatorname{Ran} T_{1}}+m(Y)\right)\right)=\infty
$$

So $\operatorname{dim} \operatorname{Ker} \tilde{S} / \operatorname{Ran} \tilde{T}=\operatorname{dim} \operatorname{Ker} \tilde{S} / \operatorname{Ran} \tilde{T}_{1}=\infty$.
Suppose now that $\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T<\infty$ and $\operatorname{Ran} S$ is not closed. Then $\operatorname{Ran} T$ is closed. Consider the operator $S^{\prime}: Y / \operatorname{Ran} T \rightarrow Z$ induced by $S$. Since $\operatorname{Ran} S^{\prime}=\operatorname{Ran} S$, which is not closed, $S^{\prime}$ is not upper semi-Fredholm and there exists operator $S_{1}^{\prime}: Y / \operatorname{Ran} T \rightarrow Z$ such that $S^{\prime}-S_{1}^{\prime}$ is compact and $\operatorname{dim} \operatorname{Ker} S_{1}^{\prime}=$ $\infty$. Let $P: Y \rightarrow Y / \operatorname{Ran} T$ be the canonical projection and $S_{1}=S_{1}^{\prime} P$. Then $S_{1} T=0$, $\operatorname{dim} \operatorname{Ker} S_{1} / \operatorname{Ran} T=\infty$ and $S-S_{1}=\left(S^{\prime}-S_{1}^{\prime}\right) P$, which is compact. Hence $\operatorname{dim} \operatorname{Ker} \tilde{S} / \operatorname{Ran} \tilde{T}=\operatorname{dim} \operatorname{Ker} \tilde{S}_{1} / \operatorname{Ran} \tilde{T}=\infty$.

## 18 Perturbation properties of Fredholm and semi-Fredholm operators

In this section we give quantitative stability results for Fredholm and semi-Fredholm operators.

Lemma 1. Let $T \in \partial \Phi(X, Y)$. Then $T \notin \Phi_{+}(X, Y) \cup \Phi_{-}(X, Y)$.
Proof. Let $T_{n} \in \mathcal{B}(X, Y)$ be a sequence of Fredholm operators that converges in the norm topology to $T \notin \Phi(X, Y)$. Then the operators $\tilde{T}_{n}$ are invertible, $\tilde{T}_{n} \rightarrow \tilde{T}$ and $\tilde{T}$ is not invertible, and so $\tilde{T}$ is neither one-to-one nor onto. Thus $T$ is not semi-Fredholm.

Corollary 2. Let $T \in \mathcal{B}(X, Y)$ be a semi-Fredholm operator. Then there exists $\varepsilon>0$ such that $T+S$ is semi-Fredholm and $\operatorname{ind}(T+S)=\operatorname{ind} T$ for every $S \in \mathcal{B}(X, Y)$ with $\|S\|<\varepsilon$.

Proof. If $T$ is Fredholm, then the result was proved in Theorem 16.17. Suppose that $T \in \Phi_{+}(X, Y) \backslash \Phi(X, Y)$. Then ind $T=-\infty$. Since the set of all upper semi-Fredholm operators is open and, by Lemma 1, $T$ is not a limit of Fredholm operators, $\operatorname{ind}(T+S)=-\infty$ for every $S$ with norm small enough.

The same argument can be used for lower semi-Fredholm operators.
Corollary 3. The index is constant on every component of connectivity of

$$
\Phi_{+}(X, Y) \cup \Phi_{-}(X, Y) .
$$

Proof. Let $G$ be a component of connectivity of $\Phi_{+}(X, Y) \cup \Phi_{-}(X, Y)$. Fix $T_{0} \in G$. By Corollary 2, function $T \mapsto$ ind $T$ is continuous on $G$. Therefore the set $\{T \in$ $\left.G: \operatorname{ind} T=\operatorname{ind} T_{0}\right\}$ is both open and closed, and thus it is equal to $G$. Hence the index is constant on $G$.

Theorem 4. If $T \in \mathcal{B}(X, Y)$ is semi-Fredholm and $S \in \mathcal{B}(X, Y)$ satisfies $\|S\|<$ $\gamma(T)$, then $T+S$ is semi-Fredholm, $\operatorname{ind}(T+S)=\operatorname{ind} T, \alpha(T+S) \leq \alpha(T)$ and $\beta(T+S) \leq \beta(T)$.

Proof. Suppose that $T$ is upper semi-Fredholm and $\|S\|<\gamma(T)$.
By Lemma $10.12, \delta(\operatorname{Ker}(T+S), \operatorname{Ker} T) \leq \gamma(T)^{-1}\|S\|<1$, and so, by Corollary 10.10, $\alpha(T+S)=\operatorname{dim} \operatorname{Ker}(T+S) \leq \operatorname{dim} \operatorname{Ker} T=\alpha(T)$.

From the same reason $\operatorname{dim} \operatorname{Ker}(T+S+K) \leq \operatorname{dim} \operatorname{Ker} T<\infty$ for every compact operator $K$ with $\|K\|<\gamma(T)-\|S\|$. By Theorem 16.18 we conclude that $T+S$ is upper semi-Fredholm.

By Corollary $3, \operatorname{ind}(T+S)=\operatorname{ind} T$.
For lower semi-Fredholm operators the statement follows by duality.
Proposition 5. Let $T \in \Phi_{+}(X, Y)$. Then

$$
\gamma(T)=\sup \{s>0: \alpha(T+S) \leq \alpha(T) \text { for every } S \text { with }\|S\|<s\}
$$

If $T \in \Phi_{-}(X, Y)$, then

$$
\gamma(T)=\sup \{s>0: \beta(T+S) \leq \beta(T) \text { for every } S \text { with }\|S\|<s\}
$$

Proof. Let $T \in \Phi_{+}(X, Y) \cup \Phi_{-}(X, Y)$ and $\varepsilon>0$. We show that there exists $S \in \mathcal{B}(X, Y)$ such that $\|S\|<\gamma(T)+\varepsilon, \operatorname{Ker}(T+S) \supset \operatorname{Ker} T, \operatorname{Ran}(T+S) \subset \operatorname{Ran} T$ and both inclusions are strict.

By the definition of the reduced minimum modulus there exists $x_{0} \in X$ such that $\operatorname{dist}\left\{x_{0}, \operatorname{Ker} T\right\}=1$ and $\left\|T x_{0}\right\|<\gamma(T)+\varepsilon$. Let $x^{*} \in(\operatorname{Ker} T)^{\perp}$ satisfy $\left\langle x_{0}, x^{*}\right\rangle=1$ and $\left\|x^{*}\right\|=\operatorname{dist}\left\{x_{0}, \operatorname{Ker} T\right\}=1$. Let $S$ be defined by $S x=-\left\langle x, x^{*}\right\rangle$. $T x_{0} \quad(x \in X)$. Then $\|S\|=\left\|x^{*}\right\| \cdot\left\|T x_{0}\right\|<\gamma(T)+\varepsilon$ and $\operatorname{Ker}(T+S) \supset \operatorname{Ker} T \cup\left\{x_{0}\right\}$.

Furthermore, $\operatorname{Ran}(T+S)=(T+S) \operatorname{Ker} x^{*} \vee\left\{(T+S) x_{0}\right\}=T \operatorname{Ker} x^{*}$ and $\operatorname{Ran} T=T \operatorname{Ker} x^{*} \vee\left\{T x_{0}\right\}$.

We show that $T x_{0} \notin T \operatorname{Ker} x^{*}$. Suppose on the contrary that there is an $x^{\prime} \in \operatorname{Ker} x^{*}$ such that $T x^{\prime}=T x_{0}$. Then $x_{0}-x^{\prime} \in \operatorname{Ker} T$ and

$$
1=\left\langle x_{0}, x^{*}\right\rangle=\left\langle x_{0}-x^{\prime}, x^{*}\right\rangle=0
$$

a contradiction. Thus $\operatorname{Ran}(T+S)$ is strictly smaller that $\operatorname{Ran} T$.
Remark 6. In general, it is possible that $\gamma(T)$ is strictly smaller than the number $\sup \left\{s>0: T+S \in \Phi_{+}(X, Y)\right.$ for every $S$ with $\left.\|S\|<s\right\}$. Consider the diagonal operator $\operatorname{diag}(1,2,2,2, \ldots)$ on a separable Hilbert space. Then $\gamma(T)=1$ and $T+S$ is Fredholm for every $S$ with $\|S\|<2$.

By Theorem 4, semi-Fredholm operators are inner points of the set of all operators with closed range. Conversely, if $T: X \rightarrow Y$ is not semi-Fredholm and $\varepsilon>0$, then using the technique of Theorem 16.18 it is possible to construct an operator $S: X \rightarrow Y$ with $\|S\|<\varepsilon$ such that the range of $T-S$ is not closed.
Theorem 7. (punctured neighbourhood theorem) Let $T \in \Phi_{+}(X) \cup \Phi_{-}(X)$. Then there exists $\varepsilon>0$ such that the functions $\alpha(T-z)$ and $\beta(T-z)$ are constant for $0<|z|<\varepsilon$.
Proof. Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T$, i.e., $\operatorname{dim} X_{1}<\infty$, both $X_{1}$ and $X_{2}$ are invariant with respect to $T, T \mid X_{1}$ is nilpotent and $T \mid X_{2}$ Kato. Let $T_{1}=T \mid X_{1}$ and $T_{2}=T \mid X_{2}$. By Corollary 12.4, there exists $\varepsilon>0$ such that $\operatorname{dim} \operatorname{Ker}\left(T_{2}-z\right)$ and $\operatorname{codim} \operatorname{Ran}\left(T_{2}-z\right)$ are constant for $|z|<\varepsilon$. Also, for $z \neq 0, T_{1}-z$ is invertible. Thus for $0<|z|<\varepsilon, \alpha(T-z)=\operatorname{dim} \operatorname{Ker}(T-z)=$ $\operatorname{dim} \operatorname{Ker}\left(T_{2}-z\right)=\mathrm{const}$ and $\beta(T-z)=\operatorname{codim} \operatorname{Ran}\left(T_{2}-z\right)=\mathrm{const}$.
Theorem 8. Let $T \in \mathcal{B}(X)$ be upper semi-Fredholm. Then $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$ exists and is equal to

$$
\sup \left\{s>0: T-z \in \Phi_{+}(X) \text { and } \alpha(T-z) \text { is constant for } 0<|z|<s\right\} .
$$

An analogous statement is true for lower semi-Fredholm operators (with $\alpha$ replaced by $\beta$ ).

Proof. Let $T \in \Phi_{+}(X)$. By Theorem 16.21, there exists a decomposition $X=$ $X_{1} \oplus X_{2}$ such that $\operatorname{dim} X_{1}<\infty, T_{1}=T \mid X_{1}$ is nilpotent and $T_{2}=T \mid X_{2}$ is Kato and upper semi-Fredholm (the Kato decomposition). Let $P$ be the projection with $\operatorname{Ran} P=X_{2}$ and $\operatorname{Ker} P=X_{1}$. Let $x_{2} \in X_{2}$. For $n \geq \operatorname{dim} X_{1}$ we have

$$
\begin{aligned}
\operatorname{dist}\left\{x_{2}, \operatorname{Ker} T_{2}^{n}\right\} & =\inf \left\{\left\|x_{2}-y_{2}\right\|: y_{2} \in X_{2}, T_{2}^{n} y_{2}=0\right\} \\
& \leq\|P\| \inf \left\{\left\|y_{1} \oplus\left(x_{2}-y_{2}\right)\right\|: y_{1} \in X_{1}, y_{2} \in X_{2}, T_{2}^{n} y_{2}=0\right\} \\
& =\|P\| \operatorname{dist}\left\{x_{2}, \operatorname{Ker} T^{n}\right\} \leq\|P\| \operatorname{dist}\left\{x_{2}, \operatorname{Ker} T_{2}^{n}\right\} .
\end{aligned}
$$

Then

$$
\begin{aligned}
\gamma\left(T_{2}^{n}\right) & =\inf \left\{\frac{\left\|T_{2}^{n} x_{2}\right\|}{\operatorname{dist}\left\{x_{2}, \operatorname{Ker} T_{2}^{n}\right\}}: x_{2} \in X_{2} \backslash \operatorname{Ker} T_{2}^{n}\right\} \\
& \leq \inf \left\{\frac{\left\|T^{n} x_{2}\right\|}{\operatorname{dist}\left\{x_{2}, \operatorname{Ker} T^{n}\right\}}: x_{2} \in X_{2} \backslash \operatorname{Ker} T^{n}\right\} \\
& =\inf \left\{\frac{\left\|T^{n}\left(x_{1} \oplus x_{2}\right)\right\|}{\operatorname{dist}\left\{x_{1} \oplus x_{2}, \operatorname{Ker} T^{n}\right\}}: x_{1} \oplus x_{2} \in X \backslash \operatorname{Ker} T^{n}\right\}=\gamma\left(T^{n}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\gamma\left(T^{n}\right) & \leq \inf \left\{\frac{\left\|T_{2}^{n} x_{2}\right\|}{\operatorname{dist}\left\{x_{2}, \operatorname{Ker} T^{n}\right\}}: x_{2} \in X_{2} \backslash \operatorname{Ker} T_{2}^{n}\right\} \\
& \leq\|P\| \inf \left\{\frac{\left\|T_{2}^{n} x_{2}\right\|}{\operatorname{dist}\left\{x_{2}, \operatorname{Ker} T_{2}^{n}\right\}}: x_{2} \in X_{2} \backslash \operatorname{Ker} T_{2}^{n}\right\}=\|P\| \gamma\left(T_{2}^{n}\right)
\end{aligned}
$$

Hence $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\lim _{n \rightarrow \infty} \gamma\left(T_{2}^{n}\right)^{1 / n}$.

By Theorem 12.26, the limit $r=\lim \left(\gamma\left(T_{2}^{n}\right)\right)^{1 / n}$ is equal to

$$
\sup \left\{s>0: T_{2}-z \text { is Kato for every } z \in \mathbb{C},|z|<s\right\} .
$$

For $0<|z|<r$ we have $\alpha(T-z)=\operatorname{dim} \operatorname{Ker}(T-z)=\operatorname{dim} \operatorname{Ker}\left(T_{2}-z\right)$, which is constant. Denote this constant by $a$.

On the other hand, there exists $w \in \mathbb{C}$ with $|w|=r$ such that $T_{2}-w$ is not Kato. We prove that either $T-w \notin \Phi_{+}(X)$ or $\alpha(T-w)>a$. Suppose on the contrary that $T-w$ is upper semi-Fredholm. Then $T_{2}-w=(T-w) \mid X_{2}$ is also upper semi-Fredholm. Since $T_{2}-w$ is not Kato, the Kato decomposition of $T_{2}-w$ is non-trivial, and so $\alpha\left(T_{2}-w\right)>\lim _{z \rightarrow 0} \alpha\left(T_{2}-w+z\right)=a$. Hence $\alpha(T-w)>a$.

The statement for lower semi-Fredholm operators follows by duality.

## 19 Essential spectra

We assume in this section that $X$ is an infinite-dimensional Banach space (for finite-dimensional spaces all results would be trivial).

In Section 16 we showed that the sets of all Fredholm, upper (lower) semiFredholm and left (right) essentially invertible operators in $X$ form regularities. Recall that the corresponding spectra - the essential spectrum, essential approximate point spectrum, essential surjective spectrum and left (right) essential spectrum - were defined by

$$
\begin{aligned}
\sigma_{e}(T) & =\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi(X)\}, \\
\sigma_{\pi e}(T) & =\left\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi_{+}(X)\right\}, \\
\sigma_{\delta e}(T) & =\left\{\lambda \in \mathbb{C}: T-\lambda \notin \Phi_{-}(X)\right\}, \\
\sigma_{l e}(T) & =\{\lambda \in \mathbb{C}: T-\lambda \text { is not left essentially invertible }\}, \\
\sigma_{r e}(T) & =\{\lambda \in \mathbb{C}: T-\lambda \text { is not right essentially invertible }\} .
\end{aligned}
$$

The essential spectra satisfy the same relations as the one-sided and approximate point spectra:

Proposition 1. Let $T \in \mathcal{B}(X)$. Then $\sigma_{\pi e}(T) \subset \sigma_{l e}(T), \sigma_{\delta e}(T) \subset \sigma_{r e}(T), \sigma_{e}(T)=$ $\sigma_{l e}(T) \cup \sigma_{r e}(T)=\sigma_{\pi e}(T) \cup \sigma_{\delta e}(T), \partial \sigma_{e}(T) \subset \sigma_{\pi e}(T) \cap \sigma_{\delta e}(T)$.

Proof. All statements with the exception of the last one are trivial. The inclusion $\partial \sigma_{e}(T) \subset \sigma_{\pi e}(T) \cap \sigma_{\delta e}(T)$ follows from Lemma 18.1.

Definition 2. Let $T \in \mathcal{B}(X)$. The essential spectral radius of $T$ is defined by $r_{e}(T)=$ $\max \left\{|\lambda|: \lambda \in \sigma_{e}(T)\right\}$ and the essential norm by $\|T\|_{e}=\inf \{\|T+K\|: K \in \mathcal{K}(X)\}$.

Clearly, $\|T\|_{e}$ is the norm of the class $T+\mathcal{K}(X)$ in the Calkin algebra $\mathcal{B}(X) / \mathcal{K}(X)$, and $\sigma_{e}(T)$ is the spectrum of the class $T+\mathcal{K}(X)$ in this algebra.

Corollary 3. Let $T \in \mathcal{B}(X)$. Then $r_{e}(T)=\lim _{n \rightarrow \infty}\left\|T^{n}\right\|_{e}^{1 / n}=\inf _{n}\left\|T^{n}\right\|_{e}^{1 / n}$. Since $r_{e}(T)=r(\tilde{T})$ where $\tilde{T}$ is the operator considered in Section 17, we also have $r_{e}(T)=\lim _{n \rightarrow \infty}\left\|\tilde{T}^{n}\right\|^{1 / n}=\inf _{n}\left\|\tilde{T}^{n}\right\|^{1 / n}$.
Theorem 4. Let $T \in \mathcal{B}(X)$, let $G$ be a component of $\mathbb{C} \backslash \sigma_{e}(T)$. Then either $G \subset \sigma(T)$ or $G \cap \sigma(T)$ consists of at most countably many isolated points.

Proof. Let $\lambda \in G \cap \sigma(T)$. By the punctured neighbourhood theorem, there is an open neighbourhood $U$ of $\lambda$ such that either $U \cap \sigma(T)=\{\lambda\}$ or $U \subset \sigma(T)$.

Denote by $G_{0}$ the union of all open subsets of $G$ which are contained in $\sigma(T)$. Obviously, $G_{0}$ is both open and relatively closed and therefore either $G_{0}=G$ (in this case $G \subset \sigma(T))$ or $G_{0}=\emptyset$, so $G \cap \sigma(T)$ has no limit point in $G$ and therefore it is at most countable.

Remark 5. The punctured neighbourhood theorem implies similarly that if $G$ is a component of $\mathbb{C} \backslash\left(\sigma_{\pi e}(T) \cap \sigma_{\delta e}(T)\right)$, then both $\alpha(T-z)$ and $\beta(T-z)$ are constant in $G$ with the exception of at most countable many isolated points of $G$.

In particular, either $G \subset \sigma_{\pi}(T)$ or $G \cap \sigma_{\pi}(T)$ consists of at most countably many isolated points. An analogous statement is also true for $\sigma_{\delta}$.

Theorem 6. Let $T, S \in \mathcal{B}(X)$. Then $\tilde{\sigma}(T S) \backslash\{0\}=\tilde{\sigma}(S T) \backslash\{0\}$, where $\tilde{\sigma}$ stands for any of $\sigma_{e}, \sigma_{\pi e}, \sigma_{\delta e}, \sigma_{l e}, \sigma_{r e}$.

Proof. For $\sigma_{e}, \sigma_{\pi e}$ and $\sigma_{\delta e}$ this follows from Propositions 12.28 and 12.29.
For $\sigma_{l e}$ and $\sigma_{r e}$ note that an operator is left (right) essentially invertible if and only if it is upper (lower) semi-Fredholm and has a generalized inverse, see Theorems 16.14 and 16.15. Thus the statement follows from Proposition 13.11.

Clearly all spectra $\sigma_{e}, \sigma_{\pi e}, \sigma_{\delta e}, \sigma_{l e}$ and $\sigma_{r e}$ are invariant with respect to compact perturbations. Thus:

$$
\begin{aligned}
\sigma_{e}(T) & \subset \bigcap\{\sigma(T+K): K \in \mathcal{K}(X)\} ; \\
\sigma_{\pi e}(T) & \subset \bigcap\left\{\sigma_{\pi}(T+K): K \in \mathcal{K}(X)\right\} ; \\
\sigma_{\delta e}(T) & \subset \bigcap\left\{\sigma_{\delta}(T+K): K \in \mathcal{K}(X)\right\} ; \\
\sigma_{l e}(T) & \subset \bigcap\left\{\sigma_{l}(T+K): K \in \mathcal{K}(X)\right\} ; \\
\sigma_{r e}(T) & \subset \bigcap\left\{\sigma_{r}(T+K): K \in \mathcal{K}(X)\right\}
\end{aligned}
$$

In general, the opposite inclusions are not true. The next result characterizes the above intersections.

Theorem 7. Let $T \in \mathcal{B}(X)$. Then $T$ can be expressed as $T=S+K$, where $S, K \in \mathcal{B}(X), K$ is compact and $S$ is invertible (bounded below, onto, left invertible, right invertible) if and only if $T$ is Fredholm with ind $T=0$ ( $T$ upper semi-Fredholm with ind $T \leq 0, T$ lower semi-Fredholm with ind $T \geq 0, T$ is left
essentially invertible with ind $T \leq 0$, and $T$ is right essentially invertible with ind $T \geq 0$, respectively). Thus:

$$
\begin{aligned}
& \bigcap\{\sigma(T+K): K \in \mathcal{K}(X)\}=\sigma_{e}(T) \cup\{\lambda \in \mathbb{C}: \operatorname{ind}(T-\lambda) \neq 0\} ; \\
& \bigcap\left\{\sigma_{\pi}(T+K): K \in \mathcal{K}(X)\right\}=\sigma_{\pi e}(T) \cup\{\lambda \in \mathbb{C}: \operatorname{ind}(T-\lambda)>0\} ; \\
& \bigcap\left\{\sigma_{\delta}(T+K): K \in \mathcal{K}(X)\right\}=\sigma_{\delta e}(T) \cup\{\lambda \in \mathbb{C}: \operatorname{ind}(T-\lambda)<0\} ; \\
& \bigcap\left\{\sigma_{l}(T+K): K \in \mathcal{K}(X)\right\}=\sigma_{l e}(T) \cup\{\lambda \in \mathbb{C}: \operatorname{ind}(T-\lambda)>0\} ; \\
& \bigcap\left\{\sigma_{r}(T+K): K \in \mathcal{K}(X)\right\}=\sigma_{r e}(T) \cup\{\lambda \in \mathbb{C}: \operatorname{ind}(T-\lambda)<0\}
\end{aligned}
$$

The compact operators in all statements can be replaced by finite-rank operators.
Proof. If $T=S+K$ where $S$ is invertible and $K$ compact, then $T$ is Fredholm and $\operatorname{ind} T=\operatorname{ind} S=0$.

Conversely, suppose that $T$ is Fredholm and $\operatorname{ind} T=0$. Then $\operatorname{dim} \operatorname{Ker} T=$ $\operatorname{codim} \operatorname{Ran} T<\infty$. Let $P \in \mathcal{B}(X)$ be a projection onto $\operatorname{Ker} T$. Let $x_{1}, \ldots, x_{n}$ be a basis in $\operatorname{Ker} T$ and let $y_{1}, \ldots, y_{n}$ be linearly independent vectors in $X$ such that $\operatorname{Ran} T \vee\left\{y_{1}, \ldots, y_{n}\right\}=X$. Let $U: \operatorname{Ker} T \rightarrow X$ be the operator defined by $U x_{i}=y_{i} \quad(i=1, \ldots, n)$ and let $F=U P$. Then $F$ is a finite-rank operator and $T+F$ is invertible.

The remaining statements can be proved similarly.
The sets described in the previous theorem do not satisfy in general the spectral mapping property; for their properties see Section 23.

Recall that the essential spectrum of an operator $T \in \mathcal{B}(X)$ is equal to the ordinary spectrum of the class $T+\mathcal{K}(X)$ in the Calkin algebra $\mathcal{B}(X) / \mathcal{K}(X)$. This suggests the following definition:

Definition 8. Let $T_{1}, \ldots, T_{n}$ be a commuting $n$-tuple of operators on $X$. Denote by $Q: \mathcal{B}(X) \rightarrow \mathcal{B}(X) / \mathcal{K}(X)$ the canonical projection. We define the left (right) essential spectrum of $\left(T_{1}, \ldots, T_{n}\right)$ by

$$
\begin{aligned}
\sigma_{l e}\left(T_{1}, \ldots, T_{n}\right) & =\sigma_{l}\left(Q\left(T_{1}\right), \ldots, Q\left(T_{n}\right)\right) \\
\sigma_{r e}\left(T_{1}, \ldots, T_{n}\right) & =\sigma_{r}\left(Q\left(T_{1}\right), \ldots, Q\left(T_{n}\right)\right)
\end{aligned}
$$

The essential Harte spectrum of $T_{1}, \ldots, T_{n}$ is defined by

$$
\sigma_{H e}\left(T_{1}, \ldots, T_{n}\right)=\sigma_{H}\left(Q\left(T_{1}\right), \ldots, Q\left(T_{n}\right)\right)=\sigma_{l e}\left(T_{1}, \ldots, T_{n}\right) \cup \sigma_{r e}\left(T_{1}, \ldots, T_{n}\right)
$$

We say that $\left(T_{1}, \ldots, T_{n}\right)$ is left essentially invertible if and only if there are $K \in$ $\mathcal{K}(X)$ and operators $S_{1}, \ldots, S_{n} \in \mathcal{B}(X)$ such that $S_{1} T_{1}+\cdots+S_{n} T_{n}=I+K$. The right essentially invertible $n$-tuples are defined analogously.

The following properties of the essential spectra follow easily from the definition.

Theorem 9. $\sigma_{l e}, \sigma_{r e}$ and $\sigma_{H e}$ are upper semicontinuous spectral systems.
For a commuting n-tuple $T=\left(T_{1}, \ldots, T_{n}\right) \in \mathcal{B}(X)^{n}$ the sets $\sigma_{l e}(T), \sigma_{r e}(T)$ and $\sigma_{H e}(T)$ are non-empty compact subsets of $\mathbb{C}^{n}, \sigma_{l e}(T) \subset \sigma_{l}(T), \sigma_{r e}(T) \subset \sigma_{r}(T)$ and $\sigma_{H e}(T) \subset \sigma_{H}(T)$.

Although in general $\overline{\mathcal{F}(X)} \neq \mathcal{K}(X)$, Theorem 16.13 gives for $T_{1} \in \mathcal{B}(X)$ that

$$
\sigma^{\mathcal{B}(X) / \mathcal{K}(X)}\left(T_{1}\right)=\sigma^{\mathcal{B}(X) / \overline{\mathcal{F}(X)}}\left(T_{1}\right) .
$$

An analogous equality also holds for $n$-tuples of operators.
Theorem 10. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space X. Then

$$
\sigma_{l}^{\mathcal{B}(X) / \mathcal{K}(X)}\left(T_{1}, \ldots, T_{n}\right)=\sigma_{l}^{\mathcal{B}(X) / \overline{\mathcal{F}(X)}}\left(T_{1}, \ldots, T_{n}\right) .
$$

The same equalities are also true for $\sigma_{r}$ and $\sigma_{H}$.
Proof. It is sufficient to show that $(0, \ldots, 0) \notin \sigma_{l e}\left(T_{1}, \ldots, T_{n}\right)$ if and only if $(0, \ldots, 0) \notin \sigma_{l}^{\mathcal{B}(X) / \overline{\mathcal{F}(X)}}\left(T_{1}, \ldots, T_{n}\right)$.

If $(0, \ldots, 0) \notin \sigma_{l e}\left(T_{1}, \ldots, T_{n}\right)$, then there exist operators $S_{1}, \ldots, S_{n} \in \mathcal{B}(X)$ and $K \in \mathcal{K}(X)$ such that $\sum_{i=1}^{n} S_{i} T_{i}=I+K$. By Theorem 16.13, there exist operators $A \in \mathcal{B}(X)$ and $F \in \mathcal{F}(X)$ such that $A(I+K)=I+F$. Thus $\sum_{i=1}^{n}\left(A S_{i}\right) T_{i}=A(I+K)=I+F$ and $(0, \ldots, 0) \notin \sigma_{l}^{\mathcal{B}(X) / \overline{\mathcal{F}(X)}}\left(T_{1}, \ldots, T_{n}\right)$.

The opposite implication is clear.
Definition 11. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a commuting $n$-tuple of operators in a Banach space $X$. We say that the $n$-tuple $T$ is upper semi-Fredholm if there exists a subspace $M \subset X$ of finite codimension such that

$$
\inf \left\{\sum_{i=1}^{n}\left\|T_{i} x\right\|: x \in M,\|x\|=1\right\}>0
$$

$T$ is called lower semi-Fredholm if $\operatorname{codim}\left(T_{1} X+\cdots+T_{n} X\right)<\infty$.
Clearly, $T=\left(T_{1}, \ldots, T_{n}\right)$ is upper semi-Fredholm if and only if the operator $\delta_{T}: X \rightarrow X^{n}$ defined by $\delta_{T} x=\left(T_{1} x, \ldots, T_{n} x\right)$ is upper semi-Fredholm. Similarly, the $n$-tuple $T$ is lower semi-Fredholm if and only if the operator $\eta_{T}: X^{n} \rightarrow X$ defined by $\eta_{T}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} T_{i} x_{i}$ is lower semi-Fredholm. As in the proof of Corollary 9.14 we get:

Corollary 12. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$. Then:
$\left(T_{1}, \ldots, T_{n}\right)$ is upper semi-Fredholm $\Leftrightarrow\left(T_{1}^{*}, \ldots, T_{n}^{*}\right)$ is lower semi-Fredholm;
$\left(T_{1}, \ldots, T_{n}\right)$ is lower semi-Fredholm $\Leftrightarrow\left(T_{1}^{*}, \ldots, T_{n}^{*}\right)$ is upper semi-Fredholm.

In the following we use the construction $T \in \mathcal{B}(X) \mapsto \tilde{T} \in \mathcal{B}(\tilde{X})$, which was defined in Section 17; for this purpose it is more convenient to consider the space $X^{n}$ in the definition of operators $\delta_{T}$ and $\eta_{T}$ with the $\ell^{\infty}$ norm.

With this convention $\ell^{\infty}\left(X^{n}\right)$ can be identified with $\left(\ell^{\infty}(X)\right)^{n}$ and $\widetilde{X^{n}}$ with $\tilde{X}^{n}$. Thus $\widetilde{\delta_{T}} \tilde{x}=\left(\tilde{T}_{1} \tilde{x}, \ldots, \tilde{T}_{n} \tilde{x}\right)$ and $\widetilde{\eta_{T}}\left(\tilde{x}_{1}, \ldots, \tilde{x}_{n}\right)=\sum_{i=1}^{n} \tilde{T}_{i} \tilde{x}_{i}$.

Using the corresponding results for the operators $\delta_{T}$ and $\eta_{T}$ (Theorems 17.6 and 17.9) we get:

Corollary 13. An $n$-tuple $T=\left(T_{1}, \ldots, T_{n}\right)$ is upper semi-Fredholm if and only if $\inf \left\{\sum_{i=1}^{n}\left\|\tilde{T}_{i} \tilde{x}\right\|: \tilde{x} \in \tilde{X},\|\tilde{x}\|=1\right\}>0 . T$ is lower semi-Fredholm if and only if $\tilde{T}_{1} \tilde{X}+\cdots+\tilde{T}_{n} \tilde{X}=\tilde{X}$.

Definition 14. The essential approximate point spectrum and the essential surjective spectrum of $T=\left(T_{1}, \ldots, T_{n}\right)$ are defined by

$$
\begin{aligned}
\sigma_{\pi e}(T) & =\left\{\lambda \in \mathbb{C}^{n}: T-\lambda \text { is not upper semi-Fredholm }\right\}, \\
\sigma_{\delta e}(T) & =\left\{\lambda \in \mathbb{C}^{n}: T-\lambda \text { is not lower semi-Fredholm }\right\} .
\end{aligned}
$$

Theorem 15. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of commuting operators acting on a Banach space $X$. Then $\sigma_{\pi e}\left(T_{1}, \ldots, T_{n}\right)=\sigma_{\pi}\left(\tilde{T}_{1}, \ldots, \tilde{T}_{n}\right)$ and $\sigma_{\delta e}\left(T_{1}, \ldots, T_{n}\right)=$ $\sigma_{\delta}\left(\tilde{T}_{1}, \ldots, \tilde{T}_{n}\right)$.

In particular, $\sigma_{\pi e}$ and $\sigma_{\delta e}$ are upper semicontinuous spectral systems.
Proof. Follows from Theorems 17.6 and 17.9.
Corollary 16. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. Denote by $\mathcal{P}(n)$ the algebra of all polynomials in $n$ variables. Then $\Gamma\left(\sigma_{H e}(T), \mathcal{P}(n)\right) \subset \sigma_{\pi e}(T) \cap \sigma_{\delta e}(T)$. In particular, the polynomially convex hulls of $\sigma_{H e}(T), \sigma_{\pi e}(T)$ and $\sigma_{\delta e}(T)$ coincide.

Proof. Follows from Theorem 8.8 and Corollary 9.13.
Theorem 17. An n-tuple $T=\left(T_{1}, \ldots, T_{n}\right)$ is left essentially invertible if and only if $T$ is upper semi-Fredholm and the operator $\delta_{T}$ has complemented range. $T$ is right essentially invertible if and only if $T$ is lower semi-Fredholm and the operator $\eta_{T}$ has complemented kernel.

Proof. Let $K \in \mathcal{K}(X)$ and $S_{1}, \ldots, S_{n} \in \mathcal{B}(X)$. Then $S_{1} T_{1}+\cdots+S_{n} T_{n}=I+K$ if and only if $\eta_{S} \delta_{T}=I+K$, where $\eta_{S}: X^{n} \rightarrow X$ is defined by $\eta_{S}\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{i=1}^{n} S_{i} x_{i}$. By Theorem 16.14, $\delta_{T}$ is essentially left invertible if and only if $\delta_{T}$ is upper semi-Fredholm and $\operatorname{Ran} \delta_{T}$ is complemented in $X^{n}$.

The second statement can be proved similarly.
For a single operator $T_{1}$ the set $\sigma\left(T_{1}\right) \backslash \sigma_{e}\left(T_{1}\right)$ can be easily described, see Theorem 4. For $n$-tuples of operators the situation is more complicated.

Theorem 18. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of commuting operators on an infinite-dimensional Banach space $X$. Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{H}(T) \backslash \widehat{\sigma}_{H e}(T)$. Then:
(i) $\lambda$ is an isolated point of $\sigma_{H}(T)$;
(ii) $\lambda$ is a joint eigenvalue of operators $T_{1}, \ldots, T_{n}$ of finite multiplicity, i.e.,

$$
1 \leq \operatorname{dim} \bigcap_{i=1}^{n} \operatorname{Ker}\left(T_{i}-\lambda_{i}\right)<\infty
$$

In particular, $\sigma_{H}(T) \backslash \widehat{\sigma}_{H e}(T)$ is at most countable.
Proof. (i) Let $\lambda \in \sigma_{H}(T) \backslash \widehat{\sigma}_{H e}(T)$. Then there exists a polynomial $p$ of $n$ variables such that $|p(\lambda)|>\max \left\{|p(\mu)|: \mu \in \sigma_{H e}(T)\right\}$. By the spectral mapping theorem for the Harte spectrum we have $p(\lambda) \in \sigma(p(T))$ and

$$
\max \left\{|\mu|: \mu \in \sigma_{e}(p(T))\right\}=\max \left\{|p(\mu)|: \mu \in \sigma_{H e}(T)\right\}<|p(\lambda)|
$$

Thus $p(\lambda)$ lies in the unbounded component of $\mathbf{C} \backslash \sigma_{e}(p(T))$, and so it is an isolated point of $\sigma(p(T))$. This means that there is a neighbourhood $U_{0}$ of $\lambda$ such that $p\left(\sigma_{H}(T) \cap U_{0}\right)=\{p(\lambda)\}$.

Let $\varepsilon$ be a sufficiently small positive number, so that

$$
\left|q_{i}(\lambda)\right|>\max \left\{\left|q_{i}(\mu)\right|: \mu \in \sigma_{H e}(T)\right\} \quad(i=1, \ldots, n)
$$

where $q_{i}$ are polynomials of $n$ variables defined by

$$
q_{i}\left(z_{1}, \ldots, z_{n}\right)=p\left(z_{1}, \ldots, z_{n}\right)+\varepsilon z_{i} .
$$

Repeating the same considerations for $q_{i}$ instead of $p$, we get that there are neighbourhoods $U_{i}$ of $\lambda$ such that $q_{i}\left(\sigma_{H}(T) \cap U_{i}\right)=\left\{q_{i}(\lambda)\right\} \quad(i=1, \ldots, n)$. Let $W=\bigcap_{i=0}^{n} U_{i}$ and let $\mu=\left(\mu_{1}, \ldots, \mu_{n}\right) \in \sigma_{H}(T) \cap W$. Then $p(\mu)=p(\lambda)$ and

$$
p(\mu)+\varepsilon \mu_{i}=q_{i}(\mu)=q_{i}(\lambda)=p(\lambda)+\varepsilon \lambda_{i} .
$$

So $\mu_{i}=\lambda_{i} \quad(i=1, \ldots, n)$ and $\mu=\lambda$. Hence $\lambda$ is an isolated point of $\sigma_{H}(T)$.
This implies that the set $\sigma_{H}(T) \backslash \widehat{\sigma}_{H e}(T)$ is at most countable.
(ii) Let $p$ be the polynomial constructed in part (i) such that

$$
|p(\lambda)|>\max \left\{|p(\mu)|: \mu \in \sigma_{H e}(T)\right\}
$$

So there is an open neighbourhood $V$ of $\widehat{\sigma}_{H e}(T)$ such that $|p(\lambda)|>\sup \{|p(\mu)|$ : $\mu \in V\}$. By (i), $\sigma_{H}(T) \backslash V$ is a finite set, $\sigma_{H}(T) \backslash(V \cup\{\lambda\})=\left\{\lambda^{(1)}, \ldots, \lambda^{(k)}\right\}$. Find polynomials $q_{1}, \ldots, q_{n}$ such that $q_{i}\left(\lambda^{(i)}\right)=0 \neq q_{i}(\lambda) \quad(i=1, \ldots, k)$. Then, for a positive integer $s$ large enough, the polynomial $h=p^{s} q_{1} \cdots q_{k}$ satisfies

$$
|h(\lambda)|>\sup \{|h(\mu)|: \mu \in V\}=\sup \left\{|h(\mu)|: \mu \in \sigma_{H}(T) \backslash\{\lambda\}\right\} .
$$

Thus $\lambda \in \Gamma\left(\sigma_{H}(T), \mathcal{P}(n)\right)$. By Corollary 9.13 and Theorem $8.8, \lambda \in \sigma_{\pi}(T)$, and so the operator $\delta_{T-\lambda}: X \rightarrow X^{n}$ defined by $\delta_{T-\lambda} x=\left(\left(T_{1}-\lambda_{1}\right) x, \ldots,\left(T_{n}-\lambda_{n}\right) x\right)$ is not bounded below. Furthermore, $\lambda \notin \sigma_{H e}(T)$, and so $\delta_{T-\lambda}$ is upper semiFredholm. In particular, $\operatorname{Ker} \delta_{T-\lambda}=\bigcap_{i=1}^{n} \operatorname{Ker}\left(T_{i}-\lambda_{i}\right)$ is finite dimensional and $\operatorname{Ran} \delta_{T-\lambda}$ is closed. Thus $\operatorname{Ker} \delta_{T-\lambda} \neq\{0\}$.

This completes the proof.

## 20 Ascent, descent and Browder operators

Let $T$ be an operator on a Banach space $X$. It is easy to see that $\operatorname{Ker} T \subset \operatorname{Ker} T^{2} \subset$ $\operatorname{Ker} T^{3} \subset \cdots$ and $\operatorname{Ran} T \supset \operatorname{Ran} T^{2} \supset \cdots$.

Lemma 1. If $k \geq 0$ and $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$, then $\operatorname{Ker} T^{p}=\operatorname{Ker} T^{k}$ for every $p \geq k$. Similarly, if $\operatorname{Ran} T^{k+1}=\operatorname{Ran} T^{k}$, then $\operatorname{Ran} T^{p}=\operatorname{Ran} T^{k} \quad(p \geq k)$.
Proof. We show the implications $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k} \Rightarrow \operatorname{Ker} T^{k+2}=\operatorname{Ker} T^{k+1}$ and $\operatorname{Ran} T^{k+1}=\operatorname{Ran} T^{k} \Rightarrow \operatorname{Ran} T^{k+2}=\operatorname{Ran} T^{k+1}$; the rest follows easily by induction.

Suppose that $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$ and let $x \in \operatorname{Ker} T^{k+2}$. Then

$$
T x \in \operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}
$$

and so $x \in \operatorname{Ker} T^{k+1}$.
Similarly, if $\operatorname{Ran} T^{k+1}=\operatorname{Ran} T^{k}$ and $x \in \operatorname{Ran} T^{k+1}$, then $x=T^{k+1} y$ for some $y \in X$ and $T^{k} y \in \operatorname{Ran} T^{k}=\operatorname{Ran} T^{k+1}$. So $x=T\left(T^{k} y\right) \in \operatorname{Ran} T^{k+2}$.

Definition 2. Let $T \in \mathcal{B}(X)$. The ascent of $T$ is defined by

$$
a(T)=\min \left\{n: \operatorname{Ker} T^{n}=\operatorname{Ker} T^{n+1}\right\}
$$

(if no such $n$ exists, then we set $a(T)=\infty$ ). Similarly, the descent of $T$ is defined by

$$
d(T)=\min \left\{n: \operatorname{Ran} T^{n}=\operatorname{Ran} T^{n+1}\right\} .
$$

The following simple lemma is useful in many situations.
Lemma 3. Let $T \in \mathcal{B}(X, Y)$, let $M$ be a closed subspace of $Y$ such that both $M+\operatorname{Ran} T$ and $M \cap \operatorname{Ran} T$ are closed. Then $\operatorname{Ran} T$ is closed.

Proof. Write for short $N=M \cap \operatorname{Ran} T$ and $L=T^{-1} N$. Clearly, $L$ is a closed subspace of $X$. Let $\Phi:(X / L) \oplus(M / N) \rightarrow(\operatorname{Ran} T+M) / N$ be the operator defined by

$$
\Phi((x+L) \oplus(m+N))=(T x+m)+N
$$

It is easy to check that the definition of $\Phi$ is correct, $\Phi$ is onto and one-to-one. Thus $\Phi$ is bounded below, and so $\Phi(X / L)$ is closed.

Let $Q: \operatorname{Ran} T+M \rightarrow(\operatorname{Ran} T+M) / N$ be the canonical projection. Then $\operatorname{Ran} T=Q^{-1}(\operatorname{Ran} T / N)=Q^{-1} \Phi(X / L)$, and so $\operatorname{Ran} T$ is closed.

Theorem 4. Let $T \in \mathcal{B}(X), k \geq 0$ and suppose that $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$ and $\operatorname{Ran} T^{k+1}=\operatorname{Ran} T^{k}$. Then $\operatorname{Ran} T^{k}$ is closed and $X=\operatorname{Ker} T^{k} \oplus \operatorname{Ran} T^{k}$.
Proof. We must show that $\operatorname{Ran} T^{k} \cap \operatorname{Ker} T^{k}=\{0\}$ and $\operatorname{Ran} T^{k}+\operatorname{Ker} T^{k}=X$.
Let $x \in \operatorname{Ran} T^{k} \cap \operatorname{Ker} T^{k}$. Then $x=T^{k} y$ for some $y \in X$ and $0=T^{k} x=T^{2 k} y$. Thus $y \in \operatorname{Ker} T^{2 k}=\operatorname{Ker} T^{k}$ and $x=T^{k} y=0$. Hence $\operatorname{Ran} T^{k} \cap \operatorname{Ker} T^{k}=\{0\}$.

Let $x \in X$. Then $T^{k} x \in \operatorname{Ran} T^{k}=\operatorname{Ran} T^{2 k}$, and so $T^{k} x=T^{2 k} y$ for some $y \in X$. Consequently, $x=T^{k} y+\left(x-T^{k} y\right)$ where $T^{k} y \in \operatorname{Ran} T^{k}$ and $x-T^{k} y \in$ $\operatorname{Ker} T^{k}$.

Lemma 3 for the operator $T^{k}$ now implies that $\operatorname{Ran} T^{k}$ is closed.
Corollary 5. Let $T \in \mathcal{B}(X)$ and let $a(T)<\infty$ and $d(T)<\infty$. Then $a(T)=d(T)$. If $k=a(T)=d(T)$, then $X=\operatorname{Ker} T^{k} \oplus \operatorname{Ran} T^{k}$.

Proof. Let $k=\max \{a(T), d(T)\}$. By Theorem 4, $X=\operatorname{Ker} T^{k} \oplus \operatorname{Ran} T^{k}$ and both $\operatorname{Ran} T^{k}$ and $\operatorname{Ker} T^{k}$ are invariant with respect to $T$. Write $T_{1}=T \mid \operatorname{Ker} T^{k}$ : $\operatorname{Ker} T^{k} \rightarrow \operatorname{Ker} T^{k}$ and $T_{2}=T \mid \operatorname{Ran} T^{k}: \operatorname{Ran} T^{k} \rightarrow \operatorname{Ran} T^{k}$. Then $\operatorname{Ran} T_{2}=$ $T \operatorname{Ran} T^{k}=\operatorname{Ran} T^{k+1}=\operatorname{Ran} T^{k}$. Further, if $x \in \operatorname{Ker} T_{2}$, then $x=T^{k} y$ for some $y \in X$, so $y \in \operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$ and $x=T^{k} y=0$. Thus $T_{2}$ is invertible. Furthermore, $T_{1}^{k}=0$. Hence

$$
a(T)=a\left(T_{1}\right)=\min \left\{n: T_{1}^{n}=0\right\}=d\left(T_{1}\right)=d(T)
$$

Definition 6. We say that an operator $T \in \mathcal{B}(X)$ is upper semi-Browder if it is upper semi-Fredholm and has finite ascent.

Similarly, $T$ is lower semi-Browder if it is lower semi-Fredholm and has finite descent. An operator $T$ is Browder if it is both lower and upper semi-Browder. Equivalently, this means that $T$ is Fredholm and has finite both ascent and descent.

By Section 15 , any operator of the form $K+\lambda I$ where $K: X \rightarrow X$ is compact and $\lambda \neq 0$ is Browder.

Theorem 7. Let $T \in \mathcal{B}(X)$. Then:
(i) $T$ is upper semi-Browder $\Leftrightarrow T^{*}$ is lower semi-Browder;
(ii) $T$ is lower semi-Browder $\Leftrightarrow T^{*}$ is upper semi-Browder;
(iii) $T$ is Browder $\Leftrightarrow T^{*}$ is Browder.

Proof. Follows from the corresponding results for semi-Fredholm operators and Theorem A.1.14.

$$
\text { Recall that } R^{\infty}(T)=\bigcap_{n} \operatorname{Ran} T^{n} \text { and } N^{\infty}(T)=\bigcup_{n} \operatorname{Ker} T^{n}
$$

Proposition 8. Let $T \in \mathcal{B}(X)$. Then:
(i) $T$ is upper semi-Browder $\Leftrightarrow \operatorname{Ran} T$ is closed and $\operatorname{dim} N^{\infty}(T)<\infty$;
(ii) $T$ is lower semi-Browder $\Leftrightarrow \operatorname{codim} R^{\infty}(T)<\infty$;
(iii) $T$ is Browder $\Leftrightarrow \operatorname{dim} N^{\infty}(T)<\infty$ and $\operatorname{codim} R^{\infty}(T)<\infty$.

Proof. If $T$ is upper semi-Browder, then Ran $T$ is closed and $k=a(T)<\infty$. Since $T^{k}$ is upper semi-Fredholm, we have $\operatorname{dim} N^{\infty}(T)=\operatorname{dim} \operatorname{Ker} T^{k}<\infty$.

Conversely, if $\operatorname{Ran} T$ is closed and $\operatorname{dim} N^{\infty}(T)<\infty$, then $T$ is upper semiFredholm. Further, $\operatorname{Ker} T \subset \operatorname{Ker} T^{2} \subset \cdots \subset N^{\infty}(T)$, and so there exists $k$ with $\operatorname{Ker} T^{k+1}=\operatorname{Ker} T^{k}$. Hence $a(T)<\infty$.

The remaining statements can be proved similarly.
Lemma 9. Let $T \in \mathcal{B}(X)$ be upper semi-Browder and Kato. Then $T$ is bounded below. If $T$ is lower semi-Browder and Kato, then $T$ is onto.

Proof. Suppose that there exists a non-zero vector $x_{0} \in \operatorname{Ker} T$. Since $\operatorname{Ker} T \subset$ $\operatorname{Ran} T$, there exists $x_{1} \in X$ such that $T x_{1}=x_{0}$. Further, $x_{1} \in \operatorname{Ker} T^{2} \subset \operatorname{Ran} T$ and we can construct inductively vectors $x_{i} \in X$ satisfying $T x_{i}=x_{i-1} \quad(i \geq 1)$. It is easy to show that the vectors $x_{i}$ are linearly independent and $x_{i} \in N^{\infty}(T)$, a contradiction with Proposition 8.

The second statement can be proved by duality.
Theorem 10. An operator $T \in \mathcal{B}(X)$ is upper semi-Browder (lower semi-Browder, Browder) if and only if there exists a decomposition $X=X_{1} \oplus X_{2}$ such that $\operatorname{dim} X_{1}<\infty, T X_{i} \subset X_{i} \quad(i=1,2), T \mid X_{1}$ is nilpotent and $T \mid X_{2}$ is bounded below (onto, invertible, respectively).

If $T$ is upper semi-Browder, then the space $X_{1}$ is uniquely determined and $X_{1}=N^{\infty}(T)$. If $T$ is lower semi-Browder, then $X_{2}=R^{\infty}(T)$. If $T$ is Browder, then the decomposition is unique: $N^{\infty}(T) \oplus R^{\infty}(T)$.

Proof. Suppose that $T \in \mathcal{B}(X)$ is upper semi-Browder and let $X=X_{1} \oplus X_{2}$ be the Kato decomposition, i.e., $\operatorname{dim} X_{1}<\infty, T \mid X_{1}$ is nilpotent and $T_{2}=T \mid X_{2}$ is Kato. Evidently, $T_{2}$ is upper semi-Browder, and so $T_{2}$ is bounded below by Lemma 9 . Clearly, $X_{1} \subset N^{\infty}(T)$. Furthermore, if $T^{n}\left(x_{1} \oplus x_{2}\right)=0$ for some $n$, then $T^{n} x_{2}=0$, and so $x_{2}=0$. Thus Ker $T^{n} \subset X_{1}$ for all $n$ and hence $X_{1}=N^{\infty}(T)$.

In the opposite direction, it is easy to see that an operator that can be written as a direct sum of a finite-dimensional nilpotent and an operator bounded below is upper semi-Browder.

The statements for lower semi-Browder and Browder operators can be obtained similarly.

Corollary 11. If $T$ is upper semi-Browder, then ind $T \leq 0$. If $T$ is lower semiBrowder, then ind $T \geq 0$. If $T$ is Browder, then ind $T=0$.

Proof. Let $T \in \mathcal{B}(X)$ be upper semi-Browder, and let $X=X_{1} \oplus X_{2}$ be the decomposition from the preceding theorem: $\operatorname{dim} X_{1}<\infty, T X_{i} \subset X_{i} \quad(i=$ $1,2), T \mid X_{1}$ nilpotent and $T \mid X_{2}$ bounded below. Then $\operatorname{ind} T=\operatorname{ind}\left(T \mid X_{2}\right)=$ $-\operatorname{dim} X_{2} / \operatorname{Ran} T_{2} \leq 0$.

The statements for lower semi-Browder and Browder operators can be proved analogously.

It is not difficult to show that the Browder and upper (lower) semi-Browder operators form regularities. Our aim is to prove a stronger result and to extend these notions to commuting $n$-tuples of operators.

We discuss the lower semi-Browder case; the upper case will be dual.
Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$.

For $k=0,1,2, \ldots$ set $M_{k}(T)=\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}$ and let $M_{k}^{\prime}(T)$ be the smallest subspace of $X$ containing the set $\bigcup\left\{\operatorname{Ran} T^{\alpha}: \alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k\right\}$. Clearly, $X=M_{0}(T) \supset M_{1}(T) \supset M_{2}(T) \supset \cdots$ and $X=M_{0}^{\prime}(T) \supset M_{1}^{\prime}(T) \supset M_{2}^{\prime}(T) \supset \cdots$. Furthermore,

$$
\begin{equation*}
M_{n(k-1)+1}^{\prime}(T) \subset M_{k}(T) \subset M_{k}^{\prime}(T) \tag{1}
\end{equation*}
$$

Indeed, if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ and $|\alpha|=n(k-1)+1$, then there exists $i$, $1 \leq i \leq n$ such that $\alpha_{i} \geq k$. So $\operatorname{Ran} T^{\alpha} \subset \operatorname{Ran} T_{i}^{k} \subset M_{k}(T)$. This proves the first inclusion of (1) and the second inclusion is clear.

Let $R^{\infty}(T)=\bigcap_{k=0}^{\infty} M_{k}(T)=\bigcap_{k=0}^{\infty} M_{k}^{\prime}(T)$.
If $M_{k}^{\prime}(T)=M_{k+1}^{\prime}(T)$ for some $k$, then it is easy to see by induction that $M_{m}^{\prime}(T)=M_{k}^{\prime}(T)$ for every $m \geq k$, and so $R^{\infty}(T)=M_{k}^{\prime}(T)$.

We say that $T=\left(T_{1}, \ldots, T_{n}\right)$ is lower semi-Browder if $\operatorname{codim} R^{\infty}(T)<$ $\infty$. It is clear that the lower semi-Browder $n$-tuples are contained in $\Phi_{-}^{(n)}(X)$, where $\Phi_{-}^{(n)}(X)$ denotes the set of all lower semi-Fredholm $n$-tuples of commuting operators on $X$.

Define the corresponding lower semi-Browder spectrum by

$$
\sigma_{B_{-}}(T)=\left\{\lambda \in \mathbb{C}^{n}: T-\lambda \text { is not lower semi-Browder }\right\}
$$

By Theorem 19.15, $\left(T_{1}, \ldots, T_{n}\right) \in \Phi_{-}^{(n)}(X)$ if and only if $\left(T_{1}^{k}, \ldots, T_{n}^{k}\right) \in \Phi_{-}^{(n)}(X)$. Thus codim $M_{1}(T)<\infty$ implies codim $M_{k}(T)<\infty$ for all $k$.

Theorem 12. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. The following statements are equivalent:
(i) $T$ is lower semi-Browder;
(ii) $T \in \Phi_{-}^{(n)}(X)$ and there exists $k$ such that $M_{k}^{\prime}(T)=M_{k+1}^{\prime}(T)$;
(iii) $T \in \Phi_{-}^{(n)}(X)$ and there exists $k$ such that $M_{k}(T)=M_{k+1}(T)$;
(iv) there exists a closed subspace $Y \subset X$ invariant with respect to all $T_{i}(i=$ $1, \ldots, n)$ such that $\operatorname{codim} Y<\infty$ and $T_{1} Y+\cdots+T_{n} Y=Y$. It is possible to take $Y=R^{\infty}(T)$.

Proof. (iii) $\Rightarrow$ (ii): Let $M_{k}(T)=M_{k+1}(T)$ for some $k$. Using the same argument as in the proof of (1) it is possible to show that $M_{n(k-1)+1}^{\prime}(T)=M_{n(k-1)+2}^{\prime}(T)$.
(ii) $\Rightarrow(\mathrm{i})$ : Let $M_{k}^{\prime}(T)=M_{k+1}^{\prime}(T)$ for some $k$. Then $M_{k}(T) \subset M_{k}^{\prime}(T)=$ $R^{\infty}(T)$. Moreover, $T \in \Phi_{-}^{(n)}(X)$, which implies that $\operatorname{codim} M_{k}(T)<\infty$, and so $T$ is lower semi-Browder.
(i) $\Rightarrow$ (iv): Set $Y=R^{\infty}(T)$. Clearly $Y$ is invariant with respect to $T_{i}(i=$ $1, \ldots, n), \operatorname{codim} Y<\infty$ and $Y=M_{k}(T)=M_{k+1}(T)$ for some $k$. If $y \in Y$, then, for some $x_{1}, \ldots, x_{n} \in X$, we have

$$
y=\sum_{i=1}^{n} T_{i}^{k+1} x_{i}=\sum_{i=1}^{n} T_{i}\left(T_{i}^{k} x_{i}\right) \in T_{1} Y+\cdots+T_{n} Y
$$

(iv) $\Rightarrow$ (iii): Since $M_{1}(T) \supset M_{1}(T \mid Y)=Y$, we have codim $M_{1}(T)<\infty$, and so $T \in \Phi_{-}^{(n)}(X)$. Further, $R^{\infty}(T) \supset Y$, and so $\operatorname{codim} R^{\infty}(T)<\infty$.

Theorem 13. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a lower semi-Browder $n$-tuple of operators on a Banach space $X$. Then there exists $\epsilon>0$ such that $S$ is lower semi-Browder for every commuting n-tuple $S=\left(S_{1}, \ldots, S_{n}\right) \in \mathcal{B}(X)^{n}$ with $\sum_{i=1}^{n}\left\|S_{i}-T_{i}\right\|<\epsilon$.

Proof. Choose $k$ such that $M_{k}(T)=R^{\infty}(T)$ and $\operatorname{codim} R^{\infty}(T) \leq k$. Then $\left(T_{1}^{k+1}\right.$, $\left.\ldots, T_{n}^{k+1}\right) \in \Phi_{-}^{(n)}(X)$. Consider the operator $\eta: X^{n} \rightarrow X$ defined by

$$
\eta\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} T_{i}^{k+1} x_{i} .
$$

Clearly,

$$
\operatorname{codim} \operatorname{Ran} \eta=\operatorname{codim} M_{k+1}(T)=\operatorname{codim} R^{\infty}(T) \leq k
$$

By Theorem 16.11, there exists $\nu>0$ such that codim Ran $\eta^{\prime} \leq k$ for each operator $\eta^{\prime}: X \rightarrow X^{n}$ with $\left\|\eta^{\prime}-\eta\right\|<\nu$. If $S=\left(S_{1}, \ldots, S_{n}\right)$ is a commuting $n$-tuple of operators in $X$ close enough to $T$, then $\left(S_{1}^{k+1}, \ldots, S_{n}^{k+1}\right) \in \Phi_{-}^{(n)}(X)$ and

$$
\operatorname{codim} M_{1}\left(S_{1}^{k+1}, \ldots, S_{n}^{k+1}\right) \leq \operatorname{codim} \eta \leq k
$$

Since $M_{1}(S) \supset M_{2}(S) \supset \cdots \supset M_{k+1}(S)$ and $\operatorname{codim} M_{k+1}(S) \leq k$, there exists $j \leq k$ such that $M_{j}(S)=M_{j+1}(S)$. Consequently, $S$ is lower semi-Browder.

Proposition 14. Let $T_{1}, \ldots, T_{n}, S_{1}, \ldots, S_{n}$ be mutually commuting operators on $X$ such that $\sum_{i=1}^{n} T_{i} S_{i}=I$. Then the $n$-tuple $\left(T_{1}, \ldots, T_{n}\right)$ is lower semi-Browder.

Proof. Clearly $M_{1}\left(T_{1}, \ldots, T_{n}\right)=X=M_{0}\left(T_{1}, \ldots, T_{n}\right)$, and so $\left(T_{1}, \ldots, T_{n}\right)$ is lower semi-Browder.

Lemma 15. Let $T_{0}, T_{1}, \ldots, T_{n}$ be mutually commuting operators on a Banach space $X$. Suppose that codim $R^{\infty}\left(T_{1}, \ldots, T_{n}\right)=\infty$ and let $k \in \mathbb{N}$. Then there exists a complex number $\lambda$ such that

$$
\begin{equation*}
\operatorname{codim}\left(\operatorname{Ran}\left(T_{0}-\lambda\right)^{k}+\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}\right) \geq k \tag{2}
\end{equation*}
$$

Proof. Using condition (iii) of Theorem 12, we can distinguish two cases:
(a) Let $\left(T_{1}, \ldots, T_{n}\right) \notin \Phi_{-}^{(n)}(X)$. By the spectral mapping property for the essential surjective spectrum (Theorem 19.14), there exists $\lambda \in \mathbb{C}$ such that ( $T_{0}-$ $\left.\lambda, T_{1}, \ldots, T_{n}\right) \notin \Phi_{-}^{(n+1)}(X)$. Thus

$$
\begin{aligned}
& \operatorname{codim}\left(\operatorname{Ran}\left(T_{0}-\lambda\right)^{k}+\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}\right) \\
& \geq \operatorname{codim}\left(\operatorname{Ran}\left(T_{0}-\lambda\right)+\operatorname{Ran} T_{1}+\cdots+\operatorname{Ran} T_{n}\right)=\infty
\end{aligned}
$$

(b) Suppose that $T=\left(T_{1}, \ldots, T_{n}\right) \in \Phi_{-}^{(n)}(X)$ and $\operatorname{codim} R^{\infty}(T)=\infty$. Then $\operatorname{codim} M_{j}(T)<\infty$ for all $j$. Since codim $R^{\infty}(T)=\infty$, we have $M_{j}(T) \neq M_{j+1}(T)$ for all $j \geq 1$.

Fix $k \in \mathbb{N}$. Then there exists $i, 1 \leq i \leq n$ such that $\operatorname{Ran} T_{i}^{k-1} \not \subset M_{k}(T)$ (otherwise $M_{k-1}(T)=M_{k}(T)$ ). Let $Y=X / M_{k}(T)$, and let $S: Y \mapsto Y$ be defined by $S\left(x+M_{k}(T)\right)=T_{i} x+M_{k}(T)$. Clearly, $\operatorname{dim} Y<\infty, S^{k}=0$ and $S^{k-1} \neq 0$.

Consider the operator $U: Y \mapsto Y$ defined by $U\left(x+M_{k}(T)\right)=T_{0} x+M_{k}(T)$. Obviously, $U S=S U$. Let $Z$ be a subspace of $Y$ satisfying $Z \oplus \operatorname{Ker} S^{k-1}=Y$. In this decomposition $U$ can be written as

$$
U=\left(\begin{array}{ll}
U_{11} & 0 \\
U_{12} & U_{22}
\end{array}\right)
$$

Choose an eigenvalue $\lambda$ of $U_{11}-\lambda$ and let $z \in Z$ be a corresponding eigenvector; so $z \neq 0$ and $(U-\lambda) z \in \operatorname{Ker} S^{k-1}$. Since $z \in \operatorname{Ker} S^{k} \backslash \operatorname{Ker} S^{k-1}$, we have

$$
S^{k-j} z \in \operatorname{Ker} S^{j} \backslash \operatorname{Ker} S^{j-1} \quad(j=1, \ldots, k)
$$

Furthermore,

$$
(U-\lambda) S^{k-j} z=S^{k-j}(U-\lambda) z \in S^{k-j} \operatorname{Ker} S^{k-1} \subset \operatorname{Ker} S^{j-1}
$$

Let $1 \leq j \leq k$ and write $M=\operatorname{Ker} S^{j-1} \vee\left\{S^{k-j} z\right\}$. Then $M \subset \operatorname{Ker} S^{j}$ and $(U-\lambda)^{j} M \subset(U-\lambda)^{j-1} \operatorname{Ker} S^{j-1} \subset M$. We have

$$
\begin{aligned}
& \operatorname{dim}\left(\operatorname{Ker} S^{j} /(U-\lambda)^{j} \operatorname{Ker} S^{j}\right)=\operatorname{dim} \operatorname{Ker}\left((U-\lambda)^{j} \mid \operatorname{Ker} S^{j}\right) \\
& \geq \operatorname{dim} \operatorname{Ker}\left((U-\lambda)^{j} \mid M\right)=\operatorname{dim}\left(M /(U-\lambda)^{j} M\right) \\
& \geq \operatorname{dim}\left(M /(U-\lambda)^{j-1} \operatorname{Ker} S^{j-1}\right)=\operatorname{dim}\left(\operatorname{Ker} S^{j-1} /(U-\lambda)^{j-1} \operatorname{Ker} S^{j-1}\right)+1,
\end{aligned}
$$

since $S^{k-j} z \notin \operatorname{Ker} S^{j-1}$. Thus, by induction,

$$
\operatorname{dim}\left(\operatorname{Ker} S^{j} /(U-\lambda)^{j} \operatorname{Ker} S^{j}\right) \geq j \quad(j=1, \ldots, k)
$$

In particular, $\operatorname{dim}\left(Y /(U-\lambda)^{k} Y\right) \geq k$. Consequently,

$$
\left.\operatorname{codim}\left(\operatorname{Ran}\left(T_{0}-\lambda\right)^{k}\right)+\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}\right) \geq k
$$

Corollary 16. Let $T_{0}, T_{1}, \ldots, T_{n}$ be mutually commuting operators on a Banach space $X$. Suppose that codim $R^{\infty}\left(T_{1}, \ldots, T_{n}\right)=\infty$. Then there exists $\lambda \in \mathbb{C}$ such that

$$
\operatorname{codim} R^{\infty}\left(T_{0}-\lambda, T_{1}, \ldots, T_{n}\right)=\infty
$$

Proof. For each $k \geq 1$ we can find $\lambda_{k} \in \mathbb{C}$ such that

$$
\begin{aligned}
& \operatorname{codim} R^{\infty}\left(T_{0}-\lambda_{k}, T_{1}, \ldots, T_{n}\right) \\
& \geq \operatorname{codim}\left(\operatorname{Ran}\left(T_{0}-\lambda_{k}\right)^{k}+\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}\right) \geq k
\end{aligned}
$$

It is clear that $\lambda_{k} \in \sigma\left(T_{0}\right)$ for every $k$. Thus we may assume (by passing to a subsequence if necessary) that the sequence ( $\lambda_{k}$ ) is convergent, $\lambda_{k} \rightarrow \lambda \in \sigma\left(T_{0}\right)$. We have

$$
\lim _{k \rightarrow \infty} \operatorname{codim} R^{\infty}\left(T_{0}-\lambda_{k}, T_{1}, \ldots, T_{n}\right)=\infty
$$

By Theorem 13, this implies that $\operatorname{codim} R^{\infty}\left(T_{0}-\lambda, T_{1}, \ldots, T_{n}\right)=\infty$.
Corollary 17. $\sigma_{B_{-}}$is an upper semicontinuous spectral system.
Upper semi-Browder $n$-tuples can be defined similarly. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. Recall that $T$ is upper semi-Fredholm if the mapping $\delta_{T}: X \mapsto X^{n}$ defined by $\delta_{T} x=\left(T_{1} x, \ldots, T_{n} x\right)$ is upper semi-Fredholm. We say that $T$ is upper semi-Browder if $T$ is upper semiFredholm and $\operatorname{dim} N^{\infty}(T)<\infty$, where

$$
N^{\infty}(T)=\bigcup_{k=1}^{\infty}\left(\operatorname{Ker} T_{1}^{k} \cap \cdots \cap \operatorname{Ker} T_{n}^{k}\right)
$$

We say that $T$ is Browder if it is both upper and lower semi-Browder.
Write $T^{*}=\left(T_{1}^{*}, \ldots, T_{n}^{*}\right) \in \mathcal{B}\left(X^{*}\right)^{n}$.
Theorem 18. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators in a Banach space $X$. Then:
(i) $T$ is lower semi-Browder $\Longleftrightarrow T^{*}$ is upper semi-Browder;
(ii) $T$ is upper semi-Browder $\Longleftrightarrow T^{*}$ is lower semi-Browder;
(iii) $T$ is Browder $\Longleftrightarrow T^{*}$ is Browder.

Proof. The corresponding equivalences for semi-Fredholm $n$-tuples were proved in Corollary 19.12. Furthermore,

$$
\operatorname{Ker} T_{1}^{k} \cap \cdots \cap \operatorname{Ker} T_{n}^{k}={ }^{\perp}\left(\operatorname{Ran} T_{1}^{* k}+\cdots+\operatorname{Ran} T_{n}^{* k}\right)
$$

and

$$
\left(\operatorname{Ran} T_{1}^{k}+\cdots+\operatorname{Ran} T_{n}^{k}\right)^{\perp}=\operatorname{Ker} T_{1}^{* k} \cap \cdots \cap \operatorname{Ker} T_{n}^{* k}
$$

The statement of Theorem 18 is now an easy consequence of these identities.

For a commuting $n$-tuple $T=\left(T_{1}, \ldots, T_{n}\right) \in \mathcal{B}(X)^{n}$ we define the upper semi-Browder spectrum of $T$ by

$$
\sigma_{B_{+}}(T)=\left\{\lambda \in \mathbb{C}^{n}: T-\lambda \text { is not upper semi-Browder }\right\}
$$

and the Browder spectrum

$$
\sigma_{B}(T)=\left\{\lambda \in \mathbb{C}^{n}: T-\lambda \text { is not Browder }\right\}=\sigma_{B_{-}}(T) \cup \sigma_{B_{+}}(T) .
$$

By the previous theorem, it is easy to see that $\sigma_{B_{+}}$and $\sigma_{B}$ satisfy the same properties as $\sigma_{B_{-}}$.

From the general theory of spectral systems it is easy to deduce the following properties:

## Theorem 19.

(i) $\sigma_{B_{-}}, \sigma_{B_{+}}$and $\sigma_{B}$ are upper semicontinuous spectral systems.
(ii) (spectral mapping property) If $\left(T_{1}, \ldots, T_{n}\right)$ is a commuting $n$-tuple of operators on a Banach space $X$ and $p=\left(p_{1}, \ldots, p_{m}\right)$ is an $m$-tuple of polynomials, then:

$$
\begin{aligned}
\sigma_{B_{+}}\left(p\left(T_{1}, \ldots, T_{n}\right)\right) & =p\left(\sigma_{B_{+}}\left(T_{1}, \ldots, T_{n}\right)\right) ; \\
\sigma_{B_{-}}\left(p\left(T_{1}, \ldots, T_{n}\right)\right) & =p\left(\sigma_{B_{-}}\left(T_{1}, \ldots, T_{n}\right)\right) ; \\
\sigma_{B}\left(p\left(T_{1}, \ldots, T_{n}\right)\right) & =p\left(\sigma_{B}\left(T_{1}, \ldots, T_{n}\right)\right) .
\end{aligned}
$$

(iii) (continuity on commuting operators) If $\left\{T_{k}\right\}_{k=1}^{\infty} \subset \mathcal{B}(X), T \in \mathcal{B}(X)$, $\lim T_{k}=T$ and $T_{k} T=T T_{k}, k=1,2, \ldots$, then:

$$
\begin{aligned}
\lambda \in \sigma_{B_{-}}(T) & \Longleftrightarrow \text { there exist } \lambda_{k} \in \sigma_{B_{-}}\left(T_{k}\right) \text { such that } \lambda_{k} \rightarrow \lambda ; \\
\lambda \in \sigma_{B_{+}}(T) & \Longleftrightarrow \text { there exist } \lambda_{k} \in \sigma_{B_{+}}\left(T_{k}\right) \text { such that } \lambda_{k} \rightarrow \lambda ; \\
\lambda \in \sigma_{B}(T) & \Longleftrightarrow \text { there exist } \lambda_{k} \in \sigma_{B}\left(T_{k}\right) \text { such that } \lambda_{k} \rightarrow \lambda .
\end{aligned}
$$

(iv) (property (P1) of Section 6) Let $T, S \in \mathcal{L}(X), T S=S T$. Then $T S$ is lower semi-Browder (upper semi-Browder, Browder) if and only if both $T$ and $S$ have the same property.
(v) $\partial \sigma_{e}(T) \subset \sigma_{B_{+}}(T) \cap \sigma_{B_{-}}(T)$. In particular, $\max \left\{|z|: z \in \sigma_{B_{+}}(T)\right\}=\max \{|z|$ : $\left.z \in \sigma_{B_{-}}(T)\right\}=\max \left\{|z|: z \in \sigma_{B}(T)\right\}=r_{e}(T)$ for all $T \in \mathcal{B}(X)$.
(vi) Let $T, S \in \mathcal{L}(X), T S=S T$. Then:

$$
\begin{aligned}
\widehat{\Delta}\left(\sigma_{B_{-}}(T), \sigma_{B_{-}}(S)\right) & \leq r_{e}(T-S) ; \\
\widehat{\Delta}\left(\sigma_{B_{+}}(T), \sigma_{B_{+}}(S)\right) & \leq r_{e}(T-S) ; \\
\widehat{\Delta}\left(\sigma_{B}(T), \sigma_{B}(S)\right) & \leq r_{e}(T-S)
\end{aligned}
$$

where $\widehat{\Delta}$ denotes the Hausdorff distance and $r_{e}$ the essential spectral radius.
(vii) If $T \in \mathcal{B}(X)$ is upper semi-Browder (lower semi-Browder, Browder), $U \in$ $\mathcal{B}(X), U T=T U$ and $r_{e}(U)=0$, then $T+U$ is upper semi-Browder (lower semi-Browder, Browder, respectively).

In particular, this is true if $U$ is either quasinilpotent or compact.

For single operators we have another characterization of the Browder and semi-Browder spectrum.

Denote by acc $L$ the set of all accumulation points of a set $L \subset \mathbb{C}$.
Corollary 20. Let $T \in \mathcal{B}(X)$. Then:

$$
\begin{aligned}
\sigma_{B}(T) & =\sigma_{e}(T) \cup \operatorname{acc} \sigma(T) ; \\
\sigma_{B_{+}}(T) & =\sigma_{\pi e}(T) \cup \operatorname{acc} \sigma_{\pi}(T) ; \\
\sigma_{B_{-}}(T) & =\sigma_{\delta e}(T) \cup \operatorname{acc} \sigma_{\delta}(T)
\end{aligned}
$$

Proof. We prove the statement for the Browder spectrum; the remaining statements can be proved similarly.

Suppose that $\lambda \notin \sigma_{B}(T)$, so $T-\lambda$ is Browder. Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T-\lambda$, so $(T-\lambda) \mid X_{1}$ is a finite-dimensional nilpotent, and $(T-\lambda) \mid X_{2}$ is invertible. Clearly, $T-\mu$ is invertible for all $\mu \neq \lambda$ close enough to $\lambda$. Thus $\lambda$ is not an accumulation point of $\sigma(T)$. Also, $\lambda \notin \sigma_{e}(T)$ since $T-\lambda$ is Fredholm.

Conversely, let $\lambda \notin \sigma_{e}(T) \cup \operatorname{acc} \sigma(T)$. Then $T-\lambda$ is Fredholm. Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T-\lambda$, so $(T-\lambda) \mid X_{1}$ is a finite-dimensional nilpotent and $(T-\lambda) \mid X_{2}$ is Kato. By assumption, $T-\mu$ is invertible for all $\mu$ sufficiently close to $\lambda, \mu \neq \lambda$, and so $(T-\mu) \mid X_{2}$ is invertible. Since $(T-\lambda) \mid X_{2}$ is Kato, $(T-\lambda) \mid X_{2}$ is also invertible. Thus $T-\lambda$ is Browder.

Theorem 21. Let $T \in \mathcal{B}(X)$. Then:

$$
\begin{aligned}
\sigma_{B_{-}}(T) & =\bigcap\left\{\sigma_{\delta}(T+K): K \in \mathcal{K}(X), T K=K T\right\} \\
\sigma_{B_{+}}(T) & =\bigcap\left\{\sigma_{\pi}(T+K): K \in \mathcal{K}(X), T K=K T\right\} \\
\sigma_{B}(T) & =\bigcap\{\sigma(T+K): K \in \mathcal{K}(X), T K=K T\}
\end{aligned}
$$

Proof. By Theorem 19 (vii), $\sigma_{B_{-}}(T)=\sigma_{B_{-}}(T+K) \subset \sigma_{\delta}(T+K)$ if $K$ is a compact operator commuting with $T$. Thus $\sigma_{B_{-}}(T) \subset \bigcap\left\{\sigma_{\delta}(T+K): K \in \mathcal{K}(X), T K=K T\right\}$.

Conversely, let $\lambda \notin \sigma_{B_{-}}(T)$; so $T-\lambda$ is lower semi-Browder. Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T-\lambda$ satisfying $\operatorname{dim} X_{1}<\infty, T X_{i} \subset X_{i} \quad(i=1,2)$, $(T-\lambda) \mid X_{1}$ is nilpotent and $(T-\lambda) \mid X_{2}$ onto. Set $K=I \oplus 0$. Clearly, $K$ is a compact (even finite rank) operator commuting with $T$ and $T-\lambda+K$ is onto. Thus $\lambda \notin \sigma_{\delta}(T+K)$.

The statements for the upper semi-Browder and Browder spectrum can be proved similarly.

Clearly, the compact operators in the last theorem can be replaced by finiterank operators.
Theorem 22. Let $T, S \in \mathcal{B}(X)$. Then $\tilde{\sigma}(T S) \backslash\{0\}=\tilde{\sigma}(S T) \backslash\{0\}$, where $\tilde{\sigma}$ stands for any of $\sigma_{B}, \sigma_{B_{-}}, \sigma_{B_{+}}$.

Proof. Follows from Propositions 12.28 and 12.29.

## 21 Essentially Kato operators

Recall that an operator $T \in \mathcal{B}(X)$ is Kato if $\operatorname{Ran} T$ is closed and $\operatorname{Ker} T \subset R^{\infty}(T)$. For equivalent conditions see Theorem 12.2.

In this section we study an essential version of this class of operators.
For subspaces $M, N$ of $X$ we write $M \stackrel{e}{\subset} N(M$ is essentially contained in $N)$ if there exists a finite-dimensional subspace $F \subset X$ such that $M \subset N+F$.

Similarly, we write $M \stackrel{e}{=} N$ if both $M \stackrel{e}{\subset} N$ and $N \stackrel{e}{\subset} M$.
We recall one simple algebraic result.
Lemma 1. Let $M, N$ be subspaces of a vector space $X$. Then $\operatorname{dim} M /(M \cap N)=$ $\operatorname{dim}(M+N) / N$.

Proof. The identity operator induces an isomorphism from $M /(M \cap N)$ onto $(M+N) / N$.

We summarize the basic properties of the relation $\stackrel{e}{\subset}$.
Proposition 2. Let $M, N, L$ be subspaces of a Banach space $X$. Then:
(i) $M \stackrel{e}{\subset} N \Leftrightarrow \operatorname{dim} M /(M \cap N)<\infty \Leftrightarrow \operatorname{dim}(M+N) / N<\infty \Leftrightarrow$ there is a finite-dimensional subspace $F \subset M$ such that $M \subset N+F$;
(ii) $M \stackrel{e}{\subset} N, N \stackrel{e}{\subset} L \Rightarrow M \stackrel{e}{\subset} L$;
(iii) $M \stackrel{e}{\subset} N, L \stackrel{e}{\subset} N \Rightarrow M+L \stackrel{e}{\subset} N$;
(iv) $M \stackrel{e}{\subset} N, M \stackrel{e}{\subset} L \Rightarrow M \stackrel{e}{\subset} N \cap L$.

Proof. A simple verification.
Theorem 3. Let $T \in B(X)$ be an operator with closed range. Then the following conditions are equivalent:
(i) $\operatorname{Ker} T{ }^{e} R^{\infty}(T)$;
(ii) $\operatorname{Ker} T{ }^{e} \overline{R^{\infty}(T)}$;
(iii) $N^{\infty}(T) \stackrel{e}{\subset} \operatorname{Ran} T$;
(iv) $N^{\infty}(T) \stackrel{e}{\subset} R^{\infty}(T)$;
(v) (Kato decomposition) there exists a decomposition $X=X_{1} \oplus X_{2}$ with the properties that $T X_{1} \subset X_{1}, T X_{2} \subset X_{2}, \operatorname{dim} X_{1}<\infty, T \mid X_{1}$ is nilpotent and $T \mid X_{2}$ is Kato;
(vi) $\operatorname{Ker} T \stackrel{e}{\subset} \bigvee_{z \neq 0} \operatorname{Ker}(T-z)$;
(vii) $\operatorname{Ran} T \stackrel{e}{\supset} \bigcap_{z \neq 0} \overline{\operatorname{Ran}(T-z)}$;

Proof. Clearly (v) implies any of the remaining conditions (see the corresponding properties of Kato operators, Theorems 12.2 and 12.20).
(i) $\Rightarrow$ (v): By Lemma 16.20, either $T$ is Kato or there exists a decomposition $X=Y_{1} \oplus Y_{2}$ such that $1 \leq \operatorname{dim} Y_{1}<\infty, T Y_{i} \subset Y_{i} \quad(i=1,2)$ and $T \mid Y_{1}$ is
nilpotent. Write $T_{i}=T \mid Y_{i} \quad(i=1,2)$. We have $\operatorname{dim}\left(\operatorname{Ker} T /\left(\operatorname{Ker} T \cap R^{\infty}(T)\right)\right)<$ $\infty, R^{\infty}(T)=R^{\infty}\left(T_{2}\right)$ and $\operatorname{Ker} T=\operatorname{Ker} T_{1} \oplus \operatorname{Ker} T_{2}$; so
$\operatorname{dim} \operatorname{Ker} T /\left(\operatorname{Ker} T \cap R^{\infty}(T)\right)=\operatorname{dim} \operatorname{Ker} T_{1}+\operatorname{dim} \operatorname{Ker} T_{2} /\left(\operatorname{Ker} T_{2} \cap R^{\infty}\left(T_{2}\right)\right)$.
Thus dim Ker $T_{2} /\left(\operatorname{Ker} T_{2} \cap R^{\infty}\left(T_{2}\right)\right)<\operatorname{dim} \operatorname{Ker} T /\left(\operatorname{Ker} T \cap R^{\infty}(T)\right)$.
Using the construction of Lemma 16.20 for $T_{2}$ repeatedly, after a finite number of steps we obtain a decomposition $X=X_{1} \oplus X_{2}$ such that $\operatorname{dim} X_{1}<\infty$, $T X_{1} \subset X_{1}, T X_{2} \subset X_{2}, T \mid X_{1}$ is nilpotent and $\operatorname{Ker}\left(T \mid X_{2}\right) \subset R^{\infty}\left(T \mid X_{2}\right)$, i.e., $T \mid X_{2}$ is Kato.
(ii) $\Rightarrow$ (i): By Lemma 16.20 (i), $R\left(T^{k}\right)$ is closed for all $k$, and so is $R^{\infty}(T)$.
(iii) $\Rightarrow(\mathrm{v})$ : We prove by induction on $k$ that $\operatorname{Ker} T{ }^{e} \subset \operatorname{Ran} T^{k}$. This is clear for $k=1$. Let $k \geq 1$ and suppose that the statement is true for all $l \leq k$. Thus there are finite-dimensional subspaces $F_{l} \subset \operatorname{Ker} T$ such that $\operatorname{Ker} T \subset \operatorname{Ran} T^{l}+F_{l} \quad(l=$ $1, \ldots, k)$. We prove the statement for $k+1$. We have $\operatorname{Ker} T^{k+1}{ }^{e} \subset \operatorname{Ran} T$, so there is a finite-dimensional subspace $G$ such that $\operatorname{Ker} T^{k+1} \subset \operatorname{Ran} T+G$. So
$\operatorname{Ker} T \subset\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{k}\right)+F_{k}=T^{k} \operatorname{Ker} T^{k+1}+F_{k} \subset \operatorname{Ran} T^{k+1}+T^{k} G+F_{k}$.
Hence Ker $T \stackrel{e}{\subset} \operatorname{Ran} T^{k+1}$, which completes the induction step.
By Lemma 16.20, either $T$ is Kato or there is a decomposition $X=Y_{1} \oplus Y_{2}$ such that $1 \leq \operatorname{dim} Y_{1}<\infty, T Y_{i} \subset Y_{i}$ and $T_{1}=T \mid Y_{1}$ is nilpotent. Write $T_{i}=$ $T \mid Y_{i} \quad(i=1,2)$. Since $\operatorname{dim} N^{\infty}(T) /\left(N^{\infty}(T) \cap \operatorname{Ran} T\right)<\infty$ and $N^{\infty}(T)=Y_{1} \oplus$ $N^{\infty}\left(T_{2}\right)$, we have

$$
\begin{aligned}
& \operatorname{dim} N^{\infty}(T) /\left(N^{\infty}(T) \cap \operatorname{Ran} T\right) \\
& \quad=\operatorname{dim} Y_{1} / \operatorname{Ran} T_{1}+\operatorname{dim} N^{\infty}\left(T_{2}\right) /\left(N^{\infty}\left(T_{2}\right) \cap \operatorname{Ran} T_{2}\right),
\end{aligned}
$$

so $\operatorname{dim} N^{\infty}\left(T_{2}\right) /\left(N^{\infty}\left(T_{2}\right) \cap \operatorname{Ran} T_{2}\right)<\operatorname{dim} N^{\infty}(T) /\left(N^{\infty}(T) \cap \operatorname{Ran} T\right)$.
Thus, using the same construction for $T_{2}$, after a finite number of steps we obtain the required decomposition $X=X_{1} \oplus X_{2}$.

The implication (iv) $\Rightarrow$ (i) is clear.
(vi) $\Rightarrow$ (ii): It is easy to see that $\operatorname{Ker}(T-z) \subset R^{\infty}(T)$ for $z \neq 0$. Thus

$$
\operatorname{Ker} T \stackrel{e}{\subset} \bigvee_{z \neq 0} \operatorname{Ker}(T-z) \subset \overline{R^{\infty}(T)}
$$

(vii) $\Rightarrow$ (iii): Let $x \in \operatorname{Ker} T^{n}$ and $z \neq 0$. Then

$$
(T-z)\left(T^{n-1}+z T^{n-2}+\cdots+z^{n-1}\right) x=\left(T^{n}-z^{n}\right) x=-z^{n} x
$$

and so $x \in \operatorname{Ran}(T-z)$. Thus $N^{\infty}(T) \subset \bigcap_{z \neq 0} \operatorname{Ran}(T-z){ }^{e} \operatorname{Ran} T$
This completes the proof.

Definition 4. We say that an operator $T \in B(X)$ is essentially Kato if $\operatorname{Ran} T$ is closed and $T$ satisfies any of the equivalent conditions of Theorem 3.

Clearly, any semi-Fredholm operator is essentially Kato.
Theorem 5. Let $T \in B(X)$. Then:
(i) if $T$ is essentially Kato, then $T^{n}$ is essentially Kato for every $n$;
(ii) $T$ is essentially Kato if and only if $T^{*} \in B\left(X^{*}\right)$ is essentially Kato.

Proof. (i) Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T$ (see condition (v) of Theorem 3). The same decomposition is clearly also the Kato decomposition of $T^{n}$.
(ii) Suppose that $T$ is essentially Kato, so $N^{\infty}(T) \subset \operatorname{Ran} T+F$ for some finite-dimensional subspace $F \subset X$. Then $\operatorname{Ran} T^{n}$ and $\operatorname{Ran} T^{* n}$ are closed for all $n$ and

$$
\begin{aligned}
R^{\infty}\left(T^{*}\right) & =\bigcap_{n=1}^{\infty} \operatorname{Ran} T^{* n}=\bigcap_{n=1}^{\infty}\left(\operatorname{Ker} T^{n}\right)^{\perp}=\left(\bigcup_{n=1}^{\infty} \operatorname{Ker} T^{n}\right)^{\perp} \\
& =N^{\infty}(T)^{\perp} \supset(\operatorname{Ran} T+F)^{\perp}=(\operatorname{Ran} T)^{\perp} \cap F^{\perp}=\operatorname{Ker} T^{*} \cap F^{\perp}
\end{aligned}
$$

Since codim $F^{\perp}<\infty$, we have $\operatorname{Ker} T^{*} \stackrel{e}{\subset} R^{\infty}\left(T^{*}\right)$, and $T^{*}$ is essentially Kato.
Conversely, if $T^{*}$ is essentially Kato, then $\operatorname{Ran} T^{n}$ and $\operatorname{Ran} T^{* n}$ are closed for all $n$ and $T^{* *} \in \mathcal{B}\left(X^{* *}\right)$ is essentially Kato; so $\operatorname{Ker} T^{* *}{ }^{e} R^{\infty}\left(T^{* *}\right)$. Further, $\operatorname{Ker} T=\operatorname{Ker} T_{e}^{* *} \cap X$ and $\operatorname{Ran} T^{n}=\operatorname{Ran} T^{* * n} \cap X$ for all $n$, so $R^{\infty}(T)=R^{\infty}\left(T^{* *}\right) \cap$ $X$ and $\operatorname{Ker} T{ }^{e}{ }^{\infty} R^{\infty}(T)$.

Theorem 6. Let $A, B \in B(X), A B=B A$. If $A B$ is essentially Kato, then $A$ and $B$ are essentially Kato.

Proof. We have $\operatorname{Ker} A \subset \operatorname{Ker}(A B) \stackrel{e}{\subset} R^{\infty}(A B) \subset R^{\infty}(A)$, so it is sufficient to prove that $\operatorname{Ran} A$ is closed.

There exists a finite-dimensional subspace $F \subset X$ such that $\operatorname{Ker}(A B) \subset$ $\operatorname{Ran}(A B)+F$. We prove that $\operatorname{Ran} A+F$ is closed. Let $v_{j} \in X, f_{j} \in F$ and $A v_{j}+$ $f_{j} \rightarrow u$. Then $B A v_{j}+B f_{j} \rightarrow B u$ and $B u \in \operatorname{Ran}(A B)+B F$ since $\operatorname{Ran}(A B)+B F$ is closed. Thus $B u=A B v+B f$ for some $v \in X$ and $f \in F$; so

$$
A v+f-u \in \operatorname{Ker} B \subset \operatorname{Ker}(A B) \subset \operatorname{Ran}(A B)+F \subset \operatorname{Ran} A+F
$$

Hence $u \in \operatorname{Ran} A+F$ and $\operatorname{Ran} A+F$ is closed.
The closeness of Ran $A$ follows from Lemma 16.2.
The following lemma is an analogue of Theorem 12.21 for essentially Kato operators:

Theorem 7. Let $T \in \mathcal{B}(X)$. The following conditions are equivalent:
(i) $T$ is essentially Kato;
(ii) there exists a closed subspace $M \subset X$ such that $T M=M$ and the operator $\widehat{T}: X / M \rightarrow X / M$ induced by $T$ is upper semi-Fredholm;
(iii) there exists a closed subspace $M \subset X$ such that $T M \subset M, T \mid M$ is lower semi-Fredholm and the operator $\widehat{T}: X / M \rightarrow X / M$ induced by $T$ is upper semi-Fredholm.

If $T$ is essentially Kato, then it is possible to take $M=R^{\infty}(T)$ in (ii) or (iii).
Proof. (i) $\Rightarrow$ (ii): Let $T$ be essentially Kato. Set $M=R^{\infty}(T)$. If $X=X_{1} \oplus X_{2}$ is the Kato decomposition of $T\left(\operatorname{dim} X_{1}<\infty, T X_{1} \subset X_{1}, T X_{2} \subset X_{2}, T_{1}=T \mid X\right.$ is nilpotent and $T_{2}=T \mid X_{2}$ Kato), then $M=R^{\infty}\left(T_{2}\right) \subset X_{2}$ and $T M=T_{2} M=M$. If $x=x_{1} \oplus x_{2}$ satisfies $T x \in M$, then $T_{2} x_{2} \in M$, and so $x_{2} \in M$. Thus $x \in X_{1}+M$ and Ker $\widehat{T} \subset X_{1}+M$. Hence $\operatorname{dim} \operatorname{Ker} \widehat{T} \leq \operatorname{dim} X_{1}<\infty$.

Let $Q: X \rightarrow X / M$ be the canonical projection. Since $M \subset \operatorname{Ran} T$ and $\operatorname{Ran} \widehat{T}=\{T x+M: x \in X\}=Q \operatorname{Ran} T$, the range of $\widehat{T}$ is closed. Thus $\widehat{T}$ is upper semi-Fredholm.
(ii) $\Rightarrow$ (iii): Clear.
(iii) $\Rightarrow$ (i): We first prove that $\operatorname{Ran} T$ is closed. Let $Q: X \rightarrow X / M$ be the canonical projection and let $F$ be a finite-dimensional subspace of $M$ satisfying $M=T M+F$. Clearly, $\operatorname{Ran} T \subset Q^{-1} \operatorname{Ran} \widehat{T}$. If $y \in X$ and $Q y \in \operatorname{Ran} \widehat{T}$, then $y \in \operatorname{Ran} T+M \subset \operatorname{Ran} T+F$. Thus $\operatorname{Ran} T$ is a subspace of finite codimension of the closed space $Q^{-1} \operatorname{Ran} \widehat{T}$. By Lemma 16.2, $\operatorname{Ran} T$ is also closed.

Since $Q \operatorname{Ker} T \subset \operatorname{Ker} \widehat{T}$ and $\operatorname{dim} \operatorname{Ker} \widehat{T}<\infty$, we have $\operatorname{Ker} T \subset M$. Thus there is a finite-dimensional subspace $F_{1} \subset \operatorname{Ker} T$ such that $\operatorname{Ker} T \subset F_{1}+(\operatorname{Ker} T \cap M)$. Thus

$$
\operatorname{Ker} T \subset F_{1}+\operatorname{Ker} T \mid M \stackrel{e}{\subset} R^{\infty}(T \mid M) \subset R^{\infty}(T)
$$

Hence $T$ is essentially Kato.
Theorem 8. Let $T \in \mathcal{B}(X)$ be essentially Kato. Then $\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$ exists and

$$
\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\max \{r: T-\lambda \text { is Kato for } 0<|\lambda|<r\}=\operatorname{dist}\left\{0, \sigma_{K}(T) \backslash\{0\}\right\}
$$

Moreover, if $S \in \mathcal{B}(X), S T=T S$ and $\|S\|<\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$, then $T+S$ is essentially Kato and $(T+S) R^{\infty}(T)=R^{\infty}(T)$.

Proof. Let $X=X_{1} \oplus X_{2}$ be the Kato decomposition of $T$ (i.e., $\operatorname{dim} X_{1}<\infty$, $T X_{1} \subset X_{1}, T X_{2} \subset X_{2}, T_{1}=T \mid X_{1}$ is nilpotent and $T_{2}=T \mid X_{2}$ is Kato). As in the proof of Theorem 18.8 we can show that

$$
\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}=\lim _{n \rightarrow \infty} \gamma\left(T_{2}^{n}\right)^{1 / n}
$$

By Theorem 12.26, this limit is equal to $\operatorname{dist}\left\{0, \sigma_{K}\left(T_{2}\right)\right\}$.

If $\lambda \neq 0$, then $T-\lambda$ is Kato if and only if $T_{2}-\lambda$ is Kato. Then

$$
\max \{r: T-\lambda \text { is Kato for } 0<|\lambda|<r\}=\operatorname{dist}\left\{0, \sigma_{K}\left(T_{2}\right)\right\}=\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}
$$

Let $S \in \mathcal{B}(X), S T=T S$ and $\|S\|<\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}$. Write $M=R^{\infty}(T)$. Clearly $T M=M$ and $S M \subset M$. Denote by $T_{M}, S_{M} \in \mathcal{B}(M)$ the restrictions of $T$ and $S$ to $M$, respectively. Similarly, let $\widehat{T}, \widehat{S} \in \mathcal{B}(X / M)$ be the operators induced by $T$ and $S$, respectively.

If $M=X$, then $T$ is onto and $(T+S) M=M=X$ by Theorems 9.25 and 7.14 (ii).

If $M=\{0\}$, then $T$ is upper semi-Fredholm and so is $T+S$ by Theorems 18.8 and 17.14 .

Suppose that $\{0\} \neq M \neq X$. By Theorem $7, T_{M}$ is onto and $\widehat{T}$ is upper semi-Fredholm. Using lemma 12.25 for $T_{2}$ and the proof of Theorem 18.8 we have

$$
\lim _{k \rightarrow \infty} \gamma\left(T^{k}\right)^{1 / k}=\min \left\{\lim _{k \rightarrow \infty} \gamma\left(\left(T_{M}\right)^{k}\right)^{1 / k}, \lim _{k \rightarrow \infty} \gamma\left(\widehat{T}^{k}\right)^{1 / k}\right\}
$$

Clearly $\left\|S_{M}\right\| \leq\|S\|<\lim _{k \rightarrow \infty} \gamma\left(\left(T_{M}\right)^{k}\right)^{1 / k}$. By Theorem $9.25, T_{M}+S_{M}$ is onto, i.e., $(T+S) R^{\infty}(T)=R^{\infty}(T)$.

Similarly, $\|\widehat{S}\| \leq\|S\|<\lim _{k \rightarrow \infty} \gamma\left(\widehat{T}^{k}\right)^{1 / k}$. By Theorems 18.8 and $7.14, \widehat{T}+\widehat{S}$ is upper semi-Fredholm. By Theorem $7, T+S$ is essentially Kato.

Theorem 9. Let $T, A \in \mathcal{B}(X), T A=A T$, let $T$ be essentially Kato and let $A$ be either compact or a quasinilpotent. Then $T+A$ is essentially Kato.

Proof. Let $T$ be essentially Kato and let $A$ be an operator commuting with $T$. Let $M=R^{\infty}(T), T_{1}=T \mid M$ and let $\widehat{T}: X / M \rightarrow X / M$ be the operator induced by $T$. Since $A M \subset M$, we can define the operators $A_{1}=A \mid M$ and $\widehat{A}: X / M \rightarrow$ $X / M$ induced by $A$. Suppose that $A$ is either compact or quasinilpotent. Then both $A_{1}$ and $\widehat{A}$ have the same property, and consequently, $T_{1}+A_{1}$ is lower semiFredholm and $\widehat{T}+\widehat{A}$ is upper semi-Fredholm. Thus $T+A$ is essentially Kato by Theorem 7.

Theorem 10. The set of all essentially Kato operators in $X$ is a regularity satisfying (P3) (upper semicontinuity on commuting elements).

Proof. By Theorems 5, 6 and 6.12 , it is sufficient to show that if $A, B, C, D \in$ $\mathcal{B}(X)$ are mutually commuting operators satisfying $A C+B D=I$ and $A, B$ are essentially Kato, then $A B$ is essentially Kato. By Lemma 12.8 , we have $\operatorname{Ran}(A B)=$ $\operatorname{Ran} A \cap \operatorname{Ran} B$, and so $\operatorname{Ran}(A B)$ is closed. Further, $\operatorname{Ker} A \subset R^{\infty}(A)$ and $\operatorname{Ker} A \subset$ $R^{\infty}(B)$. So Ker $A{ }^{e} R^{\infty}(A) \cap R^{\infty}(B)=R^{\infty}(A B)$. By symmetry, we also have $\operatorname{Ker} B \stackrel{\ominus}{\subset} R^{\infty}(A B)$, and thus $\operatorname{Ker}(A B)=\operatorname{Ker} A+\operatorname{Ker} B \stackrel{e}{\subset} R^{\infty}(A B)$. Hence $A B$ is essentially Kato.

Denote by

$$
\sigma_{K e}(T)=\{\lambda \in \mathbf{C}: T-\lambda \text { is not essentially Kato }\}
$$

the corresponding spectrum.
Theorem 11. Let $\operatorname{dim} X=\infty$ and $T \in \mathcal{B}(X)$. Then:
(i) $\sigma_{K e}(T) \subset \sigma_{K}(T)$ and $\sigma_{K}(T) \backslash \sigma_{K e}(T)$ consists of at most countably many isolated points;
(ii) $\sigma_{K e}(T)$ is a non-empty compact set;
(iii) $\partial \sigma_{e}(T) \subset \sigma_{K e}(T) \subset \sigma_{\pi e}(T) \cap \sigma_{\delta e}(T) \subset \sigma_{e}(T)$;
(iv) $\sigma_{K e}(f(T))=f\left(\sigma_{K e}(T)\right)$ for every function $f$ analytic on a neighbourhood of $\sigma(T)$.

Proof. (i) Let $\lambda \in \sigma_{K}(T) \backslash \sigma_{K e}(T)$. Then $T-\lambda$ is essentially Kato, so there exists a decomposition $X=X_{1} \oplus X_{2}$ with $T X_{1} \subset X_{1}, T X_{2} \subset X_{2}, \operatorname{dim} X_{1}<\infty,(T-\lambda) \mid X_{1}$ nilpotent and $(T-\lambda) \mid X_{2}$ Kato. Then $(T-z) \mid X_{2}$ is Kato for all $z$ in a certain neighbourhood $U$ of $\lambda$ and $(T-z) \mid X_{1}$ is Kato (even invertible) for every $z \neq \lambda$. Thus $T-z$ is Kato for $z \in U-\{\lambda\}$ and $\lambda$ is an isolated point of $\sigma_{K}(T)$.

Clearly, $\sigma_{K}(T) \backslash \sigma_{K e}(T)$ is at most countable.
(ii) By Theorem $8, \sigma_{K e}(T)$ is closed.

The non-emptiness of $\sigma_{K e}(T)$ follows from the inclusion $\partial \sigma_{e}(T) \subset \sigma_{K e}(T)$, which will be proved next.
(iii) Suppose $\lambda \in \partial \sigma_{e}(T)$ and $\lambda \notin \sigma_{K e}(T)$. Then $T-\lambda$ is essentially Kato, so $\operatorname{Ran}(T-\lambda)$ is closed and there exists a decomposition $X=X_{1} \oplus X_{2}$ such that $\operatorname{dim} X_{1}<\infty, T X_{1} \subset X_{1}, T X_{2} \subset X_{2},(T-\lambda) \mid X_{1}$ is nilpotent and $(T-\lambda) \mid X_{2}$ is Kato. Choose a sequence $\lambda_{n} \rightarrow \lambda$ such that $\lambda_{n} \notin \sigma_{e}(T)$, i.e., $T-\lambda_{n}$ is Fredholm. We have

$$
\operatorname{dim} \operatorname{Ker}\left(T-\lambda_{n}\right) \mid X_{2} \leq \operatorname{dim} \operatorname{Ker}\left(T-\lambda_{n}\right)<\infty
$$

and, since $T \mid X_{2}$ is Kato, we conclude that

$$
\operatorname{dim} \operatorname{Ker}(T-\lambda) \mid X_{2}<\infty
$$

and $\operatorname{dim} \operatorname{Ker}(T-\lambda)<\infty$.
Similarly, we can prove that codim $\operatorname{Ran}(T-\lambda)<\infty$, so $T-\lambda$ is a Fredholm operator and $\lambda \notin \sigma_{e}(T)$, a contradiction.

Thus $\partial \sigma_{e}(T) \subset \sigma_{K e}(T)$.
Since semi-Fredholm operators are Kato, we have $\sigma_{K e}(T) \subset \sigma_{\pi e}(T) \cap \sigma_{\delta e}(T)$.
(iv) If $X=X_{1} \oplus X_{2}$ and $T_{i} \in \mathcal{B}\left(X_{i}\right) \quad(i=1,2)$, then $\sigma_{K e}\left(T_{1} \oplus T_{2}\right)=$ $\sigma_{K e}\left(T_{1}\right) \cup \sigma_{K e}\left(T_{2}\right)$. The non-emptiness of $\sigma_{K e}$ and Theorem 6.8 imply (iv).
Theorem 12. Let $T \in \mathcal{B}(X)$ be essentially Kato and let $F \in \mathcal{B}(X)$ be a finite-rank operator. Then $T+F$ is also essentially Kato.

Proof. Clearly, it is sufficient to consider only the case of $\operatorname{dim} \operatorname{Ran} F=1$. Thus $F$ is of the form $T x=f(x) v$ for some $v \in X$ and $f \in X^{*}$.

Since $\operatorname{Ran}(T+F) \stackrel{e}{=} \operatorname{Ran} T, \operatorname{Ran}(T+F)$ is closed and it is sufficient to show only the algebraic condition in the definition of essentially Kato operators for $T+F$.

Since $T$ is essentially Kato, $\operatorname{Ran} T^{k}$ is closed for all $k$. The existence of the Kato decomposition implies that there exists $d \in \mathbb{N}$ such that $\operatorname{Ker} T \cap \operatorname{Ran} T^{d} \subset$ $R^{\infty}(T)$. Let $M=\operatorname{Ran} T^{d}$ and $T_{1}=T \mid M$. Then $\operatorname{Ker} T_{1}=\operatorname{Ker} T \cap \operatorname{Ran} T^{d} \subset$ $R^{\infty}(T)=R^{\infty}\left(T_{1}\right)$, and so $T_{1}$ is Kato.

It is sufficient to show that

$$
\begin{equation*}
\operatorname{Ker} T_{1} \stackrel{e}{\subset} R^{\infty}(T+F) \tag{1}
\end{equation*}
$$

Indeed, since

$$
\operatorname{Ker} T_{1}=\operatorname{Ker} T \cap \operatorname{Ran} T^{d} \stackrel{e}{=} \operatorname{Ker}(T+F) \cap \operatorname{Ran}(T+F)^{d}
$$

(1) implies that

$$
\operatorname{Ker}(T+F) \cap \operatorname{Ran}(T+F)^{d} \stackrel{e}{\subset} R^{\infty}(T+F)
$$

Consequently,
$\operatorname{Ker}(T+F) \stackrel{e}{=} \operatorname{Ker} T \stackrel{e}{\subset} \operatorname{Ker} T \cap \operatorname{Ran} T^{d} \stackrel{e}{=} \operatorname{Ker}(T+F) \cap \operatorname{Ran}(T+F)^{d} \stackrel{e}{\subset} R^{\infty}(T+F)$
and $T+F$ is essentially Kato.
To prove (1), we distinguish two cases:
(a) Let $N^{\infty}\left(T_{1}\right) \subset \operatorname{Ker} f$. Let $x_{0} \in \operatorname{Ker} T_{1}$. Since $T_{1}$ is Kato, there exist vectors $x_{1}, x_{2}, \cdots \in R^{\infty}\left(T_{1}\right)$ such that $T x_{i}=x_{i-1}$ for all $i$. By assumption, $f\left(x_{i}\right)=$ 0 , and so $F x_{i}=0$ for all $i$. For $n \in \mathbb{N}$ we have

$$
(T+F)^{n} x_{n}=(T+F)^{n-1} x_{n-1}=\cdots=(T+F) x_{1}=x_{0}
$$

and so $x_{0} \in \operatorname{Ran}(T+F)^{n}$. Since $n$ was arbitrary, $\operatorname{Ker} T_{1} \subset R^{\infty}(T+F)$.
(b) There exists $k \geq 1$ such that $\operatorname{Ker} T_{1}^{k} \not \subset \operatorname{Ker} f$. Choose the minimal $k$ with this property, so $\operatorname{Ker} T_{1}^{k-1} \subset \operatorname{Ker} f$ and there exists $u \in \operatorname{Ker} T_{1}^{k}$ with $f(u)=1$.

Denote by $Y$ the set of all vectors $x_{0} \in \operatorname{Ker} T_{1} \cap \operatorname{Ker} f$ for which there exist $x_{1}, \ldots, x_{k-1} \in M \cap \operatorname{Ker} f$ satisfying $T x_{i}=x_{i-1} \quad(i=1, \ldots, k-1)$.

Clearly, $Y \stackrel{e}{=} \operatorname{Ker} T_{1}$, and so it is sufficient to show $Y \subset R^{\infty}(T+F)$.
Let $x_{0} \in Y$. We prove by induction on $n$ the following statement:
there exist $x_{n} \in M$ such that

$$
\begin{equation*}
T^{n} x_{n}=x_{0} \quad \text { and } \quad T^{i} x_{n} \in \operatorname{Ker} f \quad(i=0, \ldots, n-1) \tag{2}
\end{equation*}
$$

If (2) is proved, then of course

$$
(T+F)^{n} x_{n}=(T+F)^{n-1} T x_{n}=\cdots=(T+F) T^{n-1} x_{n}=x_{0}
$$

and so $x_{0} \in \operatorname{Ran}(T+F)^{n}$ for all $n$. Thus $Y \subset R^{\infty}(T+F)$ and the theorem is proved.

Statement (2) is clear for $n \leq k-1$. Suppose (2) is true for some $n \geq$ $k-1$, so there is an $x_{n} \in M$ such that $T^{n} x_{n}=x_{0}$ and $T^{i} x_{n} \in \operatorname{Ker} f \quad(i=$ $0, \ldots, n-1)$. Since $T_{1}$ is Kato, we can find $x_{n+1}^{\prime} \in M$ such that $T x_{n+1}^{\prime}=x_{n}$. Set $x_{n+1}=x_{n+1}^{\prime}-f\left(x_{n+1}^{\prime}\right) u$. Clearly, $T^{n+1} x_{n+1}=T^{n} x_{n}-f\left(x_{n+1}^{\prime}\right) T^{n+1} u=x_{0}$ and $f\left(x_{n+1}\right)=0$. For $i \geq 1$ we have $f\left(T^{i} x_{n+1}\right)=f\left(T^{i-1} x_{n}\right)-f\left(x_{n+1}^{\prime}\right) f\left(T^{i} u\right)=0$ since $T^{i} u \in \operatorname{Ker} T_{1}^{k-1} \subset \operatorname{Ker} f$.

This finishes the proof of (2) and also of the theorem.
Theorem 13. Let $T, S \in \mathcal{B}(X)$. Then $\sigma_{K e}(T S) \backslash\{0\}=\sigma_{K e}(S T) \backslash\{0\}$.
Proof. Let $\lambda \in \mathbb{C}, \lambda \neq 0$. By Proposition 12.29, $\operatorname{Ran}(T S-\lambda)$ is closed if and only if $\operatorname{Ran}(S T-\lambda)$ is closed.

Suppose that $T S-\lambda$ is essentially Kato, i.e., $N^{\infty}(T S-\lambda) \subset \operatorname{Ran}(T S-\lambda)$. By Proposition 12.28,

$$
\begin{aligned}
N^{\infty}(S T-\lambda) & =\bigcup_{n} \operatorname{Ker}(S T-\lambda)^{n}=S\left(\bigcup_{n} \operatorname{Ker}(T S-\lambda)^{n}\right) \stackrel{e}{\subset} S \operatorname{Ran}(T S-\lambda) \\
& =S T \operatorname{Ran}(S T-\lambda) \subset \operatorname{Ran}(T S-\lambda)
\end{aligned}
$$

Let $T$ be essentially Kato. We can write $N^{\infty}(T)=F+\left(R^{\infty}(T) \cap N^{\infty}(T)\right)$, where $F$ is a finite-dimensional subspace and $F \cap R^{\infty}(T)=\{0\}$. Then $\overline{N^{\infty}(T)}=$ $F+\overline{R^{\infty}(T) \cap N^{\infty}(T)}$ and

$$
\begin{equation*}
R^{\infty}(T) \cap \overline{N^{\infty}(T)}=\overline{R^{\infty}(T) \cap N^{\infty}(T)} \tag{3}
\end{equation*}
$$

Similarly, by Appendix 1.22, one can show that

$$
\begin{equation*}
R^{\infty}\left(T^{*}\right) \cap{\overline{N^{\infty}\left(T^{*}\right)}}^{w^{*}}={\overline{R^{\infty}\left(T^{*}\right) \cap N^{\infty}\left(T^{*}\right)}}^{w^{*}} \tag{4}
\end{equation*}
$$

Theorem 14. Let $T \in B(X)$ be essentially Kato, let $S \in B(X), S T=T S$ and $\|S\|<\lim \gamma\left(T^{k}\right)^{1 / k}$. Then $T+S$ is essentially Kato,

$$
R^{\infty}(T+S) \cap \overline{N^{\infty}(T+S)}=R^{\infty}(T) \cap \overline{N^{\infty}(T)}
$$

and

$$
R^{\infty}(T+S)+N^{\infty}(T+S)=R^{\infty}(T)+N^{\infty}(T)
$$

Proof. By Theorem $8, T+S$ is essentially Kato and $(T+S) R^{\infty}(T)=R^{\infty}(T)$. Thus $R^{\infty}(T+S) \supset R^{\infty}(T)$.
(a) $\overline{N^{\infty}(T+S)} \subset \overline{N^{\infty}(T)}$.

Proof. We have

$$
R^{\infty}(T)=\bigcap_{k=0}^{\infty} \operatorname{Ran} T^{k}=\bigcap_{k=0}^{\infty}{ }^{\perp} \operatorname{Ker} T^{* k}={ }^{\perp} \bigcup_{k=0}^{\infty} \operatorname{Ker} T^{* k}={ }^{\perp} N^{\infty}\left(T^{*}\right)
$$

and

$$
\overline{N^{\infty}(T)}={ }^{\perp}\left(N^{\infty}(T)^{\perp}\right)=^{\perp}\left(\bigcap_{k=0}^{\infty}\left(\operatorname{Ker} T^{k}\right)^{\perp}\right)=^{\perp}\left(\bigcap_{k=0}^{\infty} \operatorname{Ran} T^{* k}\right)={ }^{\perp} R^{\infty}\left(T^{*}\right)
$$

The analogous equalities are true also for the operator $T+S$. By duality argument, we have

$$
\overline{N^{\infty}(T)}={ }^{\perp} R^{\infty}\left(T^{*}\right) \supset{ }^{\perp} R^{\infty}\left(T^{*}+S^{*}\right)=\overline{N^{\infty}(T+S)} .
$$

(b) $R^{\infty}(T+S) \cap \overline{N^{\infty}(T+S)} \subset R^{\infty}(T)$.

Proof. Using (3) for $T+S$ it is sufficient to show that $R^{\infty}(T+S) \cap \operatorname{Ker}(T+S)^{k} \subset$ $R^{\infty}(T)$ for $k=1,2, \ldots$. We will do this by induction on $k$. The statement is clear for $k=0$. Let $k \geq 1$ and assume that the inclusion holds for $k-1$.

Let $x_{0} \in R^{\infty}(T+S) \cap \operatorname{Ker}(T+S)^{k}$. Since $T+S$ maps $R^{\infty}(T+S)$ onto itself, we can find an infinite sequence $x_{0}, x_{1}, \ldots$ in $R^{\infty}(T+S)$ such that $(T+$ $S) x_{j}=x_{j-1} e(j=1, \ldots)$. This sequence is contained in $\overline{N^{\infty}(T)}$ by (a). We have $\overline{N^{\infty}(T)} \stackrel{e}{\subset} R^{\infty}(T)$, i.e., $m:=\operatorname{dim} \overline{N^{\infty}(T)} /\left(R^{\infty}(T) \cap \overline{N^{\infty}(T)}\right)$ is finite. Thus $x_{0}, \ldots, x_{m}$ are linearly dependent, i.e., there exists a non-trivial linear combination $x:=\sum_{i=0}^{m} \alpha_{i} x_{i} \in R^{\infty}(T)$. Let $l$ be such that $\alpha_{l} \neq 0$ and $\alpha_{j}=0$ for $j=l+1, \ldots, m$. We obtain

$$
(T+S)^{l} x=\alpha_{l} x_{0}+\sum_{j=0}^{l-1} \alpha_{j}(T+S)^{l} x_{j} \in \alpha_{l} x_{0}+\left(\operatorname{Ker}(T+S)^{k-1} \cap R^{\infty}(T+S)\right)
$$

Since $R^{\infty}(T)$ is invariant for $T$ and $S$, we have $(T+S)^{l} x \in R^{\infty}(T)$. Therefore $x_{0} \in R^{\infty}(T)$.

Let $M=R^{\infty}(T)$. Let $T_{M}$ and $S_{M} \in \mathcal{B}(M)$ be the restrictions of $T$ and $S$ to $M$, respectively.
(c) Let $c$ be a positive number such that $S^{\prime}=c S$ satisfies $\left\|S^{\prime}\right\|<\frac{1}{2} \gamma\left(T_{M}\right)$. Then $R^{\infty}(T) \cap \overline{N^{\infty}(T)} \subset \overline{N^{\infty}\left(T+S^{\prime}\right)}$.
Proof. By (3), it is sufficient to show that $R^{\infty}(T) \cap \operatorname{Ker} T^{n} \subset \overline{N^{\infty}\left(T+S^{\prime}\right)}$ for all $n$.

Let $n \geq 1$ and $x_{0} \in \operatorname{Ker} T^{n} \cap M$. Since $T M=M, S M \subset M$ and $\left\|S^{\prime}\right\|<$ $\gamma\left(T_{M}\right)$, we have $\left(T+S^{\prime}\right) M=M$ and

$$
\gamma\left(\left(T+S^{\prime}\right) \mid M\right) \geq \gamma\left(T_{M}\right)-\left\|S^{\prime}\right\|>\frac{1}{2} \gamma\left(T_{M}\right)
$$

Therefore we can find inductively vectors $x_{1}, x_{2}, \cdots \in M$ such that $\left(T+S^{\prime}\right) x_{k}=$ $x_{k-1}$ and $\left\|x_{k}\right\|<2 \gamma\left(T_{M}\right)^{-1}\left\|x_{k-1}\right\|$ for all $k \geq 1$.

For $k \geq n$ set $y_{k}=x_{0}-\sum_{j=0}^{n-1}\binom{k}{j} T^{j} S^{\prime k-j} x_{k}$. Then $y_{k} \in M$ and we have

$$
\left(T+S^{\prime}\right)^{k} y_{k}=\left(T+S^{\prime}\right)^{k} x_{0}-\sum_{j=0}^{n-1}\binom{k}{j} T^{j} S^{\prime k-j} x_{0}=0
$$

Thus $y_{k} \in N^{\infty}\left(T+S^{\prime}\right)$ for all $k$. Moreover,

$$
\begin{aligned}
\left\|y_{k}-x_{0}\right\| & =\left\|\sum_{j=0}^{n-1}\binom{k}{j} T^{j} S^{\prime k-j} x_{k}\right\| \leq \sum_{j=0}^{n-1}\binom{k}{j}\left\|T^{j}\right\| \cdot\left\|S^{\prime}\right\|^{k-j} \cdot\left\|x_{k}\right\| \\
& \leq\left(\frac{2\left\|S^{\prime}\right\|}{\gamma\left(T_{M}\right)}\right)^{k} \cdot \sum_{j=0}^{n-1}\binom{k}{j} \frac{\left\|T^{j}\right\| \cdot\left\|x_{0}\right\|}{\left\|S^{\prime}\right\|^{j}} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Thus $x_{0} \in \overline{N^{\infty}\left(T+S^{\prime}\right)}$, and so $\overline{N^{\infty}(T)} \cap R^{\infty}(T) \subset \overline{N^{\infty}\left(T+S^{\prime}\right)}$.
Proof of Theorem 14. By statements (a)-(c), the spaces $R^{\infty}(T+z S) \cap \overline{N^{\infty}(T+z S)}$ are constant for all complex numbers $z$ with $|z|$ small enough $\left(|z|<\frac{\gamma\left(T_{M}\right)}{2\|S\|}\right)$. By a standard argument, these spaces are constant on each connected set for which $T+z S$ is essentially Kato. In particular,

$$
R^{\infty}(T+S) \cap \overline{N^{\infty}(T+S)}=R^{\infty}(T) \cap \overline{N^{\infty}(T)}
$$

The second statement can be obtained by duality argument. As in (a), we have $N^{\infty}(T)^{\perp}=R^{\infty}\left(T^{*}\right)$ and $R^{\infty}(T)^{\perp}=\left({ }^{\perp} N^{\infty}\left(T^{*}\right)\right)^{\perp}=\overline{N^{\infty}\left(T^{*}\right)} w^{*}$.

By (4), we have

$$
\begin{aligned}
& \left.N^{\infty}(T)+R^{\infty}(T)\right)^{\perp}\left(\left(N^{\infty}(T)+R^{\infty}(T)\right)^{\perp}\right)={ }^{\perp}\left(N^{\infty}(T)^{\perp} \cap R^{\infty}(T)^{\perp}\right) \\
& \quad={ }^{\perp}\left(R^{\infty}\left(T^{*}\right) \cap \overline{N^{\infty}\left(T^{*}\right)} w^{*}\right)={ }^{\perp}\left(R^{\infty}\left(T^{*}\right) \cap \overline{N^{\infty}\left(T^{*}\right)}\right)^{-w^{*}}
\end{aligned}
$$

Similarly,

$$
N^{\infty}(T+S)+R^{\infty}(T+S)={ }^{\perp}\left(R^{\infty}\left(T^{*}+S^{*}\right) \cap \overline{N^{\infty}\left(T^{*}+S^{*}\right)}\right)^{-w^{*}}
$$

and so

$$
N^{\infty}(T+S)+R^{\infty}(T+S)=N^{\infty}(T)+R^{\infty}(T)
$$

Corollary 15. Let $T \in \mathcal{B}(X)$ be Kato, $S \in \mathcal{B}(X), S T=T S$ and

$$
\|S\|<\lim _{n \rightarrow \infty} \gamma\left(T^{n}\right)^{1 / n}
$$

Then $T+S$ is Kato, $R^{\infty}(T+S)=R^{\infty}(T)$ and $\overline{N^{\infty}(T+S)}=\overline{N^{\infty}(T)}$.

## 22 Classes of operators defined by means of kernels and ranges

In this section we give a systematic survey of various classes of operators that are defined by means of kernels and ranges of powers of an operator. Some of the classes were already introduced; we mention them again for the sake of completeness of the survey.

For an operator $T \in \mathcal{B}(X)$ we have already defined $\alpha(T)=\operatorname{dim} \operatorname{Ker} T$ and $\beta(T)=\operatorname{codim} \operatorname{Ran} T$. More generally, for every $n \geq 0$ we define numbers $\alpha_{n}(T)=\operatorname{dim} \operatorname{Ker} T^{n+1} / \operatorname{Ker} T^{n}$ and $\beta_{n}(T)=\operatorname{dim} \operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1}$. In this notation $\alpha_{0}(T)=\alpha(T)$ and $\beta_{0}(T)=\beta(T)$.

Write further $k_{n}(T)=\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} T^{n+1} \cap \operatorname{Ker} T\right)$.
Lemma 1. Let $T \in \mathcal{B}(X)$ and $n \geq 0$. Then $\alpha_{n}(T)=\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right)$ and $\beta_{n}(T)=\operatorname{codim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)$.

Proof. Clearly, $T^{n}$ induces an isomorphism from $\operatorname{Ker} T^{n+1} / \operatorname{Ker} T^{n}$ onto the space $\operatorname{Ran} T^{n} \cap \operatorname{Ker} T$. Thus $\alpha_{n}(T)=\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right)$.

In the same way, $T^{n}$ induces an isomorphism from $X /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)$ onto $\operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1}$, and so $\beta_{n}(T)=\operatorname{codim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)$.

To characterize the numbers $k_{n}(T)$, we need the following elementary lemma.
Lemma 2. Let $U, V$ and $W$ be subspaces of a Banach space $X$ and let $U \subset W$. Then $(U+V) \cap W=U+(V \cap W)$.

Proof. A simple verification.
Lemma 3. Let $T$ be an operator on a Banach space $X$ and $n \geq 0$. Then $k_{n}(T)$ defined by $k_{n}(T)=\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} T^{n+1} \cap \operatorname{Ker} T\right)$ is equal to any of the following quantities:
(i) the dimension of the kernel of the operator

$$
\widehat{T}: \operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1} \longrightarrow \operatorname{Ran} T^{n+1} / \operatorname{Ran} T^{n+2}
$$

induced by $T$; this operator is onto;
(ii) the codimension of the range of the operator

$$
T^{\prime}: \operatorname{Ker} T^{n+2} / \operatorname{Ker} T^{n+1} \longrightarrow \operatorname{Ker} T^{n+1} / \operatorname{Ker} T^{n}
$$

induced by $T$; this operator is one-to-one;
(iii) $\operatorname{dim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right) /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)$.

Proof. Clearly, $\widehat{T}$ is onto and $T^{\prime}$ is one-to-one. By Lemmas 2 and 21.1, we have

$$
\begin{aligned}
\operatorname{dim} \operatorname{Ker} \widehat{T} & =\operatorname{dim}\left(T^{-1} \operatorname{Ran} T^{n+2} \cap \operatorname{Ran} T^{n}\right) / \operatorname{Ran} T^{n+1} \\
& =\operatorname{dim}\left(\left(\operatorname{Ker} T+\operatorname{Ran} T^{n+1}\right) \cap \operatorname{Ran} T^{n}\right) / \operatorname{Ran} T^{n+1} \\
& =\operatorname{dim}\left(\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{n}\right)+\operatorname{Ran} T^{n+1}\right) / \operatorname{Ran} T^{n+1} \\
& =\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} T^{n+1} \cap \operatorname{Ker} T\right)=k_{n}(T) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\operatorname{codim} \operatorname{Ran} T^{\prime} & =\operatorname{dim} \operatorname{Ker} T^{n+1} /\left(T \operatorname{Ker} T^{n+2}+\operatorname{Ker} T^{n}\right) \\
& =\operatorname{dim} \operatorname{Ker} T^{n+1} /\left(\left(\operatorname{Ran} T \cap \operatorname{Ker} T^{n+1}\right)+\operatorname{Ker} T^{n}\right) \\
& =\operatorname{dim} \operatorname{Ker} T^{n+1} /\left(\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right) \cap \operatorname{Ker} T^{n+1}\right) \\
& =\operatorname{dim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right) /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)
\end{aligned}
$$

Finally, $T^{n}$ induces an isomorphism from

$$
\operatorname{Ker} T^{n+1} /\left(\left(\operatorname{Ran} T \cap \operatorname{Ker} T^{n+1}\right)+\operatorname{Ker} T^{n}\right)
$$

onto the space $\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} T^{n+1} \cap \operatorname{Ker} T\right)$. As we have proved above, the former space is isomorphic to $\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right) /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)$.

Corollary 4. Let $T \in \mathcal{B}(X)$. Then $\alpha_{0}(T) \geq \alpha_{1}(T) \geq \alpha_{2}(T) \geq \cdots$ and $\beta_{0}(T) \geq$ $\beta_{1}(T) \geq \cdots$. If $\alpha_{n+1}(T)<\infty$, then $k_{n}(T)=\alpha_{n}(T)-\alpha_{n+1}(T)$. Similarly, if $\beta_{n+1}(T)<\infty$ for some $n \geq 0$, then $k_{n}(T)=\beta_{n}(T)-\beta_{n+1}(T)$.

Proof. The inequality $\beta_{n+1}(T) \leq \beta_{n}(T)$ follows from the surjectivity of the operator $\widehat{T}$. If $\beta_{n+1}(T)<\infty$, then $k_{n}(T)=\beta_{n}(T)-\beta_{n+1}(T)$ by Lemma 3 (i). The analogous statements for $\alpha_{n}$ follow from Lemma 3 (ii).

Note that if $\alpha_{n}(T)=\alpha_{n+1}(T)=\infty$, then $k_{n}(T)$ can be arbitrary. For an example, let $0 \leq m \leq \infty$ and $T=\bigoplus_{i=1}^{\infty} S \oplus \bigoplus_{j=1}^{m} S_{n+1}$ where $S$ is the backward shift on a separable Hilbert space and $S_{n+1}$ is a shift on an $(n+1)$-dimensional space. Then $\alpha_{n}(T)=\alpha_{n+1}(T)=\infty$ and $k_{n}(T)=m$.

In general, direct sums of various shift operators can serve as model examples for all classes considered in this section.

Sequences $\alpha_{i}(T), \beta_{i}(T)$ and $k_{i}(T)$ give rise to three families of reasonable classes of operators.

## A. Descent

We start with the numbers $\beta_{i}(T)$. Recall that the descent of $T$ is defined by $d(T)=\min \left\{n: \beta_{n}(T)=0\right\}$. Similarly we define the essential descent $d_{e}(T)=$ $\min \left\{n: \beta_{n}(T)<\infty\right\}=\min \left\{n: \operatorname{Ran} T^{n+1} \stackrel{e}{=} \operatorname{Ran} T^{n}\right\}$. If $d=d_{e}(T)<\infty$, then $\operatorname{Ran} T^{d} \stackrel{e}{=} \operatorname{Ran} T^{n}$ for all $n \geq d$ (of course $\operatorname{Ran} T^{d} \stackrel{e}{=} R^{\infty}(T)$ is not true in general; an example is the unilateral shift).

The following two lemmas enable us an easy verification of axioms of regularity:
Lemma 5. Let $T \in \mathcal{B}(X), m \geq 1, n \geq 0$. Then $\beta_{n}\left(T^{m}\right)=\sum_{i=0}^{m-1} \beta_{m n+i}(T)$. In particular,

$$
\beta_{m n}(T) \leq \beta_{n}\left(T^{m}\right) \leq m \cdot \beta_{m n}(T)
$$

Proof. We have

$$
\begin{aligned}
\beta_{n}\left(T^{m}\right) & =\operatorname{dim}\left(\operatorname{Ran} T^{m n} / \operatorname{Ran} T^{m n+m}\right) \\
& =\sum_{i=0}^{m-1} \operatorname{dim}\left(\operatorname{Ran} T^{m n+i} / \operatorname{Ran} T^{m n+i+1}\right)=\sum_{i=0}^{m-1} \beta_{m n+i}(T) .
\end{aligned}
$$

Lemma 6. Let $A, B, C, D$ be mutually commuting operators on a Banach space $X$ satisfying $A C+B D=I$ and let $n \geq 0$. Then

$$
\max \left\{\beta_{n}(A), \beta_{n}(B)\right\} \leq \beta_{n}(A B) \leq \beta_{n}(A)+\beta_{n}(B)
$$

Proof. We first prove $\beta_{n}(A) \leq \beta_{n}(A B)$. This is clear if $\beta_{n}(A B)=\infty$. Suppose that $\beta_{n}(A B)<\infty$. Set $m=\beta_{n}(A B)+1$ and let $x_{1}, \ldots, x_{m}$ be arbitrary elements of $\operatorname{Ran} A^{n}$. Then $B^{n} x_{i} \in \operatorname{Ran} A^{n} B^{n} \quad(i=1, \ldots, m)$, and so there exists a non-trivial linear combination

$$
\sum_{i=1}^{m} c_{i} B^{n} x_{i} \in \operatorname{Ran}\left(A^{n+1} B^{n+1}\right)
$$

By Lemma 12.8, we have

$$
\sum_{i=1}^{m} c_{i} x_{i} \in \operatorname{Ran}\left(A^{n+1} B\right)+\operatorname{Ker} B^{n} \subset \operatorname{Ran} A^{n+1}
$$

Since the vectors $x_{1}, \ldots, x_{m}$ were arbitrary, we conclude that

$$
\beta_{n}(A)=\operatorname{dim}\left(\operatorname{Ran} A^{n} / \operatorname{Ran} A^{n+1}\right) \leq \beta_{n}(A B)
$$

This implies the first inequality.
The second inequality is clear if $\beta_{n}(A)+\beta_{n}(B)=\infty$. Let $\beta_{n}(A)+\beta_{n}(B)$ be finite. If $m>\beta_{n}(A)+\beta_{n}(B)$ and $x_{1}, \ldots, x_{m}$ are arbitrary vectors in $\operatorname{Ran}\left(A^{n} B^{n}\right)=$ $\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n}$, then there exists a non-trivial linear combination such that $\sum_{i=1}^{m} c_{i} x_{i} \in \operatorname{Ran} A^{n+1}$ and $\sum_{i=1}^{m} c_{i} x_{i} \in \operatorname{Ran} B^{n+1}$. By Lemma 12.8, $\sum_{i=1}^{m} c_{i} x_{i} \in$ $\operatorname{Ran}\left(A^{n+1} B^{n+1}\right)$. Hence $\beta_{n}(A B) \leq \beta_{n}(A)+\beta_{n}(B)$.

Let us consider the following classes of operators:
(1) $R_{1}^{a}=\{T \in \mathcal{B}(X): d(T)=0\}$.

Equivalently, $T \in R_{1}^{a} \Leftrightarrow \beta_{0}(T)=0 \Leftrightarrow \beta_{n}(T)=0$ for all $n \Leftrightarrow T$ is onto.
(2) $R_{2}^{a}=\left\{T \in \mathcal{B}(X): d(T)<\infty\right.$ and $\left.d_{e}(T)=0\right\}$.

Equivalently, $\sum_{i=0}^{\infty} \beta_{i}(T)<\infty \Leftrightarrow \beta_{0}(T)<\infty$ and there exists $d \in \mathbb{N}$ such that $\beta_{d}(T)=0 \Leftrightarrow T$ is lower semi-Fredholm and $T$ has finite descent $\Leftrightarrow T$ is lower semi-Browder.
(3) $R_{3}^{a}=\left\{T \in \mathcal{B}(X): d_{e}(T)=0\right\}$.

Equivalently, $\beta_{0}(T)<\infty \Leftrightarrow \beta_{n}(T)<\infty$ for every $n \Leftrightarrow T$ is lower semiFredholm.
(4) $R_{4}^{a}=\{T \in \mathcal{B}(X): d(T)<\infty\}$.

Equivalently, there exists $d \in \mathbb{N}$ such that $\beta_{n}(T)=0 \quad(n \geq d) \Leftrightarrow T$ has finite descent.
(5) $R_{5}^{a}=\left\{T \in \mathcal{B}(X): d_{e}(T)<\infty\right\}$.

Equivalently, there exists $d \in \mathbb{N}$ such that $\beta_{n}(T)<\infty \quad(n \geq d) \Leftrightarrow T$ has finite essential descent.

In case of ambiguity we write $R_{i}^{a}(X)$ instead of $R_{i}^{a} \quad(i=1, \ldots, 5)$.
It is easy to see, by Lemmas 5 and 6 , that the sets $R_{1}^{a}, \ldots, R_{5}^{a}$ are regularities. So the corresponding spectra satisfy the spectral mapping theorem (for locally non-constant analytic functions).

The conditions defining the sets $R_{1}^{a}, \ldots, R_{5}^{a}$ are purely algebraic (therefore we use the upper index a). We could define these classes for linear mappings in an arbitrary vector space. The spectral mapping theorem would remain true (of course, for non-constant polynomials only).

An operator $T \in \mathcal{B}(X)$ with codim $\operatorname{Ran} T<\infty$ has automatically closed range (and in this case $\operatorname{Ran} T^{n}$ is also closed for every $n$ ). This is not the case for operators with finite descent.
Example 7. Let $H$ be a separable Hilbert space and let $K \in \mathcal{B}(H)$ be an operator with non-closed range. Consider the operator $T: \bigoplus_{i=0}^{\infty} H \rightarrow \bigoplus_{i=0}^{\infty} H$ defined by $T\left(h_{0}, h_{1}, h_{2}, \ldots\right)=\left(K h_{1}, h_{2}, h_{3}, \ldots\right)$. Clearly, $\operatorname{Ran} T^{2}=\operatorname{Ran} T$ and $\operatorname{Ran} T$ is not closed.

From the point of view of operator theory it is more interesting to combine the algebraic conditions defining regularities $R_{4}^{a}$ and $R_{5}^{a}$ with a topological condition closeness of $\operatorname{Ran} T^{d}$. It is easy to see that if $\beta_{d}(T)=\operatorname{dim}\left(\operatorname{Ran} T^{d} / \operatorname{Ran} T^{d+1}\right)<\infty$, then $\operatorname{Ran} T^{d}$ is closed if and only if $\operatorname{Ran} T^{d+1}$ is closed. Thus, by induction, if $\beta_{d}(T)<\infty$ and $\operatorname{Ran} T^{n}$ is closed for some $n \geq d$, then $\operatorname{Ran} T^{i}$ is closed for every $i \geq d$.

The classes of operators which we are really interested in are the following ones (the first three sets remain unchanged since the topological condition is already implicitly contained in the definition; we repeat them only in order to preserve the symmetry with the subsequent situations):

$$
\begin{aligned}
& R_{1}=\{T \in \mathcal{B}(X): T \text { is onto }\} \\
& R_{2}=\{T \in \mathcal{B}(X): T \text { is lower semi-Browder }\} \\
& R_{3}=\phi_{-}(X) \\
& R_{4}=\left\{T \in \mathcal{B}(X): d(T)<\infty \text { and } \operatorname{Ran} T^{d(T)} \text { is closed }\right\} \\
& R_{5}=\left\{T \in \mathcal{B}(X): d_{e}(T)<\infty \text { and } \operatorname{Ran} T^{d_{e}(T)} \text { is closed }\right\} .
\end{aligned}
$$

Obviously, $R_{1} \subset R_{2}=R_{3} \cap R_{4} \subset R_{3} \cup R_{4} \subset R_{5}$.

It is easy to see that the sets $R_{1}, \ldots, R_{5}$ are regularities, cf. Lemma 12.8 . The first three of them were already studied and it was shown that they can be extended to commuting $n$-tuples of operators. The classes $R_{4}$ and $R_{5}$ are new.

Denote by $\sigma_{i}(i=1, \ldots, 5)$ the corresponding spectra.
Corollary 8. Let $T \in \mathcal{B}(X)$ and let $f$ be a function analytic on a neighbourhood of $\sigma(T)$. Then:
(i) $\sigma_{i}(f(T))=f\left(\sigma_{i}(T)\right) \quad(i=1,2,3)$;
(ii) if $f$ is non-constant on each component of its domain of definition, then

$$
\sigma_{i}(f(T))=f\left(\sigma_{i}(T)\right) \quad(i=4,5)
$$

## B. Ascent

Similar considerations apply to the dual situation.
Recall that the ascent of $T$ is defined by

$$
a(T)=\inf \left\{n: \alpha_{n}(T)=0\right\}=\inf \left\{n: \operatorname{Ker} T^{n+1}=\operatorname{Ker} T^{n}\right\}
$$

The essential ascent is defined similarly by

$$
a_{e}(T)=\inf \left\{n: \alpha_{n}(T)<\infty\right\}=\inf \left\{n: \operatorname{Ker} T^{n+1} \stackrel{e}{=} \operatorname{Ker} T^{n}\right\}
$$

As in Lemmas 5 and 6 it is possible to show that

$$
\alpha_{n m}(T) \leq \alpha_{n}\left(T^{m}\right) \leq m \cdot \alpha_{n m}(T) \quad(m \geq 1, n \geq 0)
$$

and, for commuting $A, B, C, D$ satisfying $A C+B D=I$,

$$
\max \left\{\alpha_{n}(A), \alpha_{n}(B)\right\} \leq \alpha_{n}(A B) \leq \alpha_{n}(A)+\alpha_{n}(B)
$$

The dual versions of the regularities $R_{1}^{a}, \ldots, R_{5}^{a}$ are the following classes:

$$
\begin{aligned}
R_{6}^{a} & =\{T \in \mathcal{B}(X): T \text { is one-to-one }\} \\
R_{7}^{a} & =\{T \in \mathcal{B}(X): \operatorname{dim} \operatorname{Ker} T<\infty \text { and } a(T)<\infty\} \\
R_{8}^{a} & =\{T \in \mathcal{B}(X): \operatorname{dim} \operatorname{Ker} T<\infty\} \\
R_{9}^{a} & =\{T \in \mathcal{B}(X): a(T)<\infty\} \\
R_{10}^{a} & =\left\{T \in \mathcal{B}(X): a_{e}(T)<\infty\right\} .
\end{aligned}
$$

It is easy to see that the sets $R_{6}^{a}, \ldots, R_{10}^{a}$ are regularities. So the corresponding spectra satisfy the spectral mapping theorem (for locally non-constant analytic functions). Note that $R_{6}^{a}$ defines the point spectrum ( $=$ the set of all eigenvalues).

If we consider the topological versions of these regularities, there is a small difference from the dual case, since the ranges of operators in $R_{6}^{a}, R_{7}^{a}$ and $R_{8}^{a}$ need not be closed.

The dual versions of $R_{1}, \ldots R_{5}$ are:

$$
\begin{aligned}
R_{6} & =\{T \in \mathcal{B}(X): T \text { is bounded below }\} \\
R_{7} & =\{T \in \mathcal{B}(X): T \text { is upper semi-Browder }\} \\
R_{8} & =\phi_{+}(X) \\
R_{9} & =\left\{T \in \mathcal{B}(X): a(T)<\infty \text { and } \operatorname{Ran} T^{a(T)+1} \text { is closed }\right\} \\
R_{10} & =\left\{T \in \mathcal{B}(X): a_{e}(T)<\infty \text { and } \operatorname{Ran} T^{a_{e}(T)+1} \text { is closed }\right\} .
\end{aligned}
$$

Obviously, $R_{6} \subset R_{7}=R_{8} \cap R_{9} \subset R_{8} \cup R_{9} \subset R_{10}$.
To explain the exponents in the definitions of $R_{9}$ and $R_{10}$ we need the following lemma:

Lemma 9. Let $T$ be an operator on a Banach space $X$ with $a_{e}(T)<\infty$. Then the following two statements are equivalent:
(i) there exists $n \geq a_{e}(T)+1$ such that $\operatorname{Ran} T^{n}$ is closed;
(ii) $\operatorname{Ran} T^{n}$ is closed for all $n \geq a_{e}(T)$.

Proof. The implication (ii) $\Rightarrow$ (i) is trivial.
(i) $\Rightarrow$ (ii): Let $n \geq a_{e}(T)+1$ and let $\operatorname{Ran} T^{n}$ be closed. We first prove that $\operatorname{Ran} T^{n-1}$ is also closed. To see this, note that $\operatorname{Ran} T^{n} \cap \operatorname{Ker} T$ is closed and $k_{n-1}(T)=\alpha_{n-1}(T)-\alpha_{n}(T)<\infty$.

Thus Ran $T^{n} \cap \operatorname{Ker} T$ is of finite codimension in $\operatorname{Ran} T^{n-1} \cap \operatorname{Ker} T$ by Lemma 3, and so $\operatorname{Ran} T^{n-1} \cap \operatorname{Ker} T$ is closed. Further, $\operatorname{Ran} T^{n-1}+\operatorname{Ker} T=T^{-1}\left(\operatorname{Ran} T^{n}\right)$ is closed. By Lemma 20.3, we conclude that $\operatorname{Ran} T^{n-1}$ is closed.

Repeating these considerations, we get that $\operatorname{Ran} T^{i}$ is closed for all $i$ with

$$
a_{e}(T) \leq i \leq n
$$

Furthermore, $T \mid \operatorname{Ran} T^{n-1}$ is an upper semi-Fredholm operator; so

$$
\operatorname{Ran} T^{i}=\operatorname{Ran}\left(\left(T \mid \operatorname{Ran} T^{n-1}\right)^{i-n+1}\right)
$$

is closed for all $i \geq n$.
It is easy to see that the sets $R_{i}(i=6, \ldots, 10)$ are regularities; so the corresponding spectra $\sigma_{i}(T)=\left\{\lambda: T-\lambda \notin R_{i}\right\}$ satisfy the spectral mapping theorem (in the case of $i=6,7,8$ for all analytic functions; in the case of $i=9,10$ for analytic functions which are locally non-constant).

Further, $T \in \mathcal{B}(X)$ belongs to $R_{i}(X) \quad(i=1, \ldots, 5)$ if and only if $T^{*} \in$ $R_{i+5}\left(X^{*}\right)$. Similarly, $T \in R_{i}(X) \quad(i=6, \ldots, 10)$ if and only if $T^{*} \in R_{i-5}\left(X^{*}\right)$.

Moreover, since the intersection of two (or more) regularities is again a regularity, we can obtain the spectral mapping theorem for a large number of combinations of $R_{1}, \ldots, R_{10}$. Of particular interest are the symmetrical combinations $R_{i} \cap R_{i+5} \quad(i=1, \ldots, 5)$.

Clearly, $R_{1} \cap R_{6}=R_{1}^{a} \cap R_{6}^{a}$ is the set of all invertible operators, $R_{2} \cap R_{7}=$ $R_{2}^{a} \cap R_{7}^{a}$ is the set of all Browder operators, and $R_{3} \cap R_{8}=R_{3}^{a} \cap R_{8}^{a}$ is the set of all Fredholm operators. We characterize the remaining combinations $R_{4} \cap R_{9}$ and $R_{5} \cap R_{10}$.

Theorem 10. Let $T$ be an operator on a Banach space $X$. The following statements are equivalent:
(i) $T \in R_{4} \cap R_{9}$;
(ii) $T \in R_{4}^{a} \cap R_{9}^{a}$;
(iii) $a(T)<\infty$ and $d(T)<\infty$;
(iv) $T$ can be written as $T_{1} \oplus T_{2}$ where $T_{1}$ is nilpotent and $T_{2}$ invertible;
(v) either $T$ is invertible or 0 is an isolated point of $\sigma(T)$ and $T \mid X_{1}$ is nilpotent, where $X_{1}$ is the spectral subspace corresponding to $\{0\}$;
(vi) either $T$ is invertible or the resolvent $z \mapsto(T-z)^{-1}$ has a pole at 0 ;
(vii) there are $S \in \mathcal{B}(X)$ and $n \in \mathbb{N}$ such that $S T=T S, S T S=S$ and $T^{n} S T=$ $T^{n}$ (such an operator $T$ is sometimes called Drazin invertible; the operator $S$ with properties described here is called the Drazin inverse of $T$ );
(viii) there are $S \in \mathcal{B}(X)$ and $n \in \mathbb{N}$ such that $S T=T S$ and $T^{n+1} S=T^{n}$.

Proof. The implication (i) $\Rightarrow$ (ii) and the equivalence (ii) $\Leftrightarrow$ (iii) are clear.
(iii) $\Rightarrow$ (i): Follows from Theorem 20.4.
(iii) $\Rightarrow$ (iv): By Theorem 20.4, we have $X=\operatorname{Ker} T^{n} \oplus \operatorname{Ran} T^{n}$ where $n=$ $a(T)=d(T)$, and $\operatorname{Ran} T^{n}$ is closed. Let $T_{1}=T \mid \operatorname{Ker} T^{n}$ and $T_{2}=T \mid \operatorname{Ran} T^{n}$. Then $T_{1}^{n}=0$. Since $\operatorname{Ker} T^{n+1}=\operatorname{Ker} T^{n}$ and $\operatorname{Ran} T^{n+1}=\operatorname{Ran} T^{n}$, it is easy to see that $T_{2}$ is invertible.
(iv) $\Rightarrow(\mathrm{v})$ : If $X=X_{1} \oplus X_{2}$ with $T \mid X_{1}$ nilpotent and $T \mid X_{2}$ invertible, then either $T$ is invertible or 0 is an isolated point of $\sigma(T)$. It is easy to see that the set $X_{1}=\left\{x \in X: r_{x}(T)=0\right\}$ is the spectral subspace corresponding to $\{0\}$.

The implication (v) $\Rightarrow$ (iv) is clear.
(iv) $\Rightarrow$ (vi): In a punctured neighbourhood $U$ of 0 we have

$$
(T-z)^{-1}=\left(T_{1}-z\right)^{-1} \oplus\left(T_{2}-z\right)^{-1}=\sum_{i=0}^{\infty} T_{1}^{i} z^{-(i+1)} \oplus\left(T_{2}-z\right)^{-1}
$$

where $\left(T_{2}-z\right)^{-1}$ is analytic in $U \cup\{0\}$. Thus the resolvent $z \mapsto(T-z)^{-1}$ has a pole at 0 of order $n=\min \left\{j: T_{1}^{j}=0\right\}$.

The implication (vi) $\Rightarrow(\mathrm{v})$ can be proved similarly.
(iv) $\Rightarrow$ (vii): Set $S=0 \oplus T_{2}^{-1}$ and let $n$ satisfy $T_{1}^{n}=0$. Then $S$ satisfies (vii).
(vii) $\Rightarrow$ (viii): Obvious.
(viii) $\Rightarrow$ (iii): We have $\operatorname{Ran} T^{n}=\operatorname{Ran}\left(T^{n+1} S\right) \subset \operatorname{Ran} T^{n+1}$. So $d(T) \leq n$. Let $x \in \operatorname{Ker} T^{n+1}$. Then $T^{n} x=S T^{n+1} x=0$, so $x \in \operatorname{Ker} T^{n}$ and $a(T) \leq n$.

Lemma 11. Let $T \in \mathcal{B}(X)$ satisfy $a_{e}(T)<\infty$ and $d_{e}(T)<\infty$. Then $a_{e}(T)=d_{e}(T)$ and $\operatorname{Ran} T^{a_{e}(T)}$ is a closed and complemented subspace of $X$.

Proof. Let $n=\max \left\{a_{e}(T), d_{e}(T)\right\}$. The operator from $\operatorname{Ker} T^{2 n} / \operatorname{Ker} T^{n}$ to $\operatorname{Ker} T^{n} \cap$ $\operatorname{Ran} T^{n}$ induced by $T^{n}$ is onto, so

$$
\begin{aligned}
\operatorname{dim}\left(\operatorname{Ker} T^{n} \cap \operatorname{Ran} T^{n}\right) & \leq \operatorname{dim} \operatorname{Ker} T^{2 n} / \operatorname{Ker} T^{n} \\
& =\sum_{i=n}^{2 n-1} \operatorname{dim} \operatorname{Ker} T^{i+1} / \operatorname{Ker} T^{i}=\sum_{i=n}^{2 n-1} \alpha_{i}(T)<\infty
\end{aligned}
$$

Similarly, the operator from $X /\left(\operatorname{Ran} T^{n}+\operatorname{Ker} T^{n}\right)$ to $\operatorname{Ran} T^{n} / \operatorname{Ran} T^{2 n}$ induced by $T^{n}$ is one-to-one, and so codim $\left(\operatorname{Ran} T^{n}+\operatorname{Ker} T^{n}\right) \leq \operatorname{dim} \operatorname{Ran} T^{n} / \operatorname{Ran} T^{2 n}<\infty$.

Let $F$ be a finite-dimensional subspace satisfying $F \oplus\left(\operatorname{Ran} T^{n}+\operatorname{Ker} T^{n}\right)=X$. Lemma 20.3 for the spaces $\operatorname{Ran} T^{n}$ and $\operatorname{Ker} T^{n}+F$ implies that $\operatorname{Ran} T^{n}$ is closed.

Let $L$ be a closed subspace satisfying $L \oplus\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T^{n}\right)=\operatorname{Ker} T^{n}$. It is easy to see that $\operatorname{Ran} T^{n} \oplus L=\operatorname{Ran} T^{n}+\operatorname{Ker} T^{n}$ and $X=\operatorname{Ran} T^{n} \oplus(F+L)$. Hence $\operatorname{Ran} T^{n}$ is a complemented subspace.

It remains to show that $a_{e}(T)=d_{e}(T)=n$. This is clear if $n=0$. Suppose that $n \geq 1$. We have $\alpha_{n}(T)<\infty, \beta_{n}(T)<\infty$, and $\alpha_{n-1}(T)-\alpha_{n}(T)=$ $k_{n-1}(T)=\beta_{n-1}(T)-\beta_{n}(T)$. Thus $\alpha_{n-1}(T)<\infty \Leftrightarrow \beta_{n-1}(T)<\infty$. Since $n=\max \left\{a_{e}(T), d_{e}(T)\right\}$, we conclude that $a_{e}(T)=n=d_{e}(T)$.

Next we characterize the intersection $R_{5} \cap R_{10}$. Operators in this class are sometimes called B-Fredholm.

Theorem 12. Let $T$ be an operator on a Banach space $X$. The following statements are equivalent:
(i) $T \in R_{5} \cap R_{10}$;
(ii) $T \in R_{5}^{a} \cap R_{10}^{a}$;
(iii) $a_{e}(T)<\infty$ and $d_{e}(T)<\infty$;
(iv) there exists $n$ such that $\operatorname{Ran} T^{n}$ is closed and $T \mid \operatorname{Ran} T^{n}$ is Fredholm;
(v) (Kato decomposition) there are closed subspaces $X_{1}, X_{2}$ such that $X=X_{1} \oplus$ $X_{2}, T X_{i} \subset X_{i} \quad(i=1,2), T \mid X_{1}$ is nilpotent and $T \mid X_{2}$ Fredholm.

Proof. The implication (i) $\Rightarrow$ (ii) and the equivalence (ii) $\Leftrightarrow$ (iii) are clear. The implication (iii) $\Rightarrow$ (i) follows from Lemmas 9 and 11.
(v) $\Rightarrow$ (iv): Let $X=X_{1} \oplus X_{2}, T X_{i} \subset X_{i} \quad(i=1,2), T^{n} \mid X_{1}=0$ and let $T \mid X_{2}$ be Fredholm. Then $\operatorname{Ran} T^{n}=\operatorname{Ran} T^{n} \mid X_{2}$, which is of finite codimension in $X_{2}$. Therefore $\operatorname{Ran} T^{n}$ is closed. It is easy to see that $T \mid \operatorname{Ran} T^{n}$ is Fredholm.
(iv) $\Rightarrow$ (iii): Let $\operatorname{Ran} T^{n}$ be closed and $T_{2}=T \mid \operatorname{Ran} T^{n}$ Fredholm. Then

$$
\alpha_{n}(T)=\operatorname{dim} \operatorname{Ker} T \cap \operatorname{Ran} T^{n}=\alpha\left(T_{2}\right)<\infty
$$

and

$$
\beta_{n}(T)=\operatorname{dim} \operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1}=\beta\left(T_{2}\right)<\infty
$$

Hence $a_{e}(T)<\infty$ and $d_{e}(T)<\infty$.
(iii) $\Rightarrow(\mathrm{v})$ : Since $\alpha_{j}(T)$ and $\beta_{j}(T)$ are finite for all $j$ sufficiently large, and these sequences are non-increasing, there exists $n \in \mathbb{N}$ such that $\alpha_{j}(T)=\alpha_{n}(T)<$ $\infty$ and $\beta_{j}(T)=\beta_{n}(T)<\infty$ for all $j \geq n$. Therefore $k_{j}(T)=0$ for $j \geq n$ and Ker $T \cap \operatorname{Ran} T^{n} \subset R^{\infty}(T)$. By Lemma 11, $\operatorname{Ran} T^{n}$ is closed. By Lemma 12.1 for the restriction $T \mid \operatorname{Ran} T^{n}$, we also have $N^{\infty}\left(T \mid \operatorname{Ran} T^{n}\right)=N^{\infty}(T) \cap \operatorname{Ran} T^{n} \subset R^{\infty}(T)$.

If $n=0$, then $T$ is Fredholm and the decomposition is trivial. In the following we assume that $n \geq 1$.

Since $\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right)=\alpha_{n}(T)<\infty$, there exists a closed subspace $L$ such that $X=L \oplus\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right)$.

We define closed subspaces $N_{j} \quad(j=0, \ldots, n)$ inductively by $N_{0}=\{0\}$ and $N_{j+1}=T^{-1} N_{j} \cap L \quad(j<n)$.

Clearly, $T N_{j+1} \subset N_{j} \cap \operatorname{Ran} T$. Conversely, let $x \in N_{j} \cap \operatorname{Ran} T$. Then $x=T u$ for some $u \in X$. Express $u=l+v$ with $l \in L$ and $v \in \operatorname{Ker} T \cap \operatorname{Ran} T^{n}$. Then $u-v=l \in L$ and $T(u-v)=T u=x$. Thus $u-v \in N_{j+1}$ and $x \in T N_{j+1}$.

Hence

$$
T N_{j+1}=N_{j} \cap \operatorname{Ran} T \quad(j<n)
$$

We prove by induction on $j$ that $N_{j} \subset N_{j+1}$. The statement is clear for $j=0$. Suppose that $j \geq 0, N_{j} \subset N_{j+1}$ and let $x \in N_{j+1}$. Then $T x \in N_{j} \subset N_{j+1}$, and so $x \in T^{-1} N_{j+1}$. Since $x \in N_{j+1} \subset L$, we conclude that $x \in N_{j+2}$.

Hence

$$
N_{j} \subset N_{j+1} \quad(j=0,1, \ldots, n-1)
$$

One can see easily that $N_{j} \subset \operatorname{Ker} T^{j}$ for all $j$.
We now prove by induction on $j$ that

$$
\begin{equation*}
\operatorname{Ker} T^{j} \subset N_{j}+\left(\operatorname{Ker} T^{j} \cap \operatorname{Ran} T^{n}\right) \tag{1}
\end{equation*}
$$

The inclusion is clear for $j=0$. For $j=1$ we have $\operatorname{Ker} T=(\operatorname{Ker} T \cap L)+(\operatorname{Ker} T \cap$ $\left.\operatorname{Ran} T^{n}\right)=N_{1}+\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{n}\right)$ Let $j \geq 1, \operatorname{Ker} T^{j} \subset N_{j}+\left(\operatorname{Ker} T^{j} \cap \operatorname{Ran} T^{n}\right)$ and let $x \in \operatorname{Ker} T^{j+1}$. Then $T x \in \operatorname{Ker} T^{j}$, and so $T x=v_{1}+v_{2}$ for some $v_{1} \in N_{j}$ and $v_{2} \in \operatorname{Ker} T^{j} \cap \operatorname{Ran} T^{n}=\operatorname{Ker} T^{j} \cap \operatorname{Ran} T^{n+1}=T\left(\operatorname{Ker} T^{j+1} \cap \operatorname{Ran} T^{n}\right)$. Thus $v_{1} \in N_{j} \cap \operatorname{Ran} T=T N_{j+1}$ and

$$
\begin{aligned}
x & \in N_{j+1}+\left(\operatorname{Ker} T^{j+1} \cap \operatorname{Ran} T^{n}\right)+\operatorname{Ker} T \\
& =N_{j+1}+\left(\operatorname{Ker} T^{j+1} \cap \operatorname{Ran} T^{n}\right)+(\operatorname{Ker} T \cap L)+\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{n}\right) \\
& =N_{j+1}+\left(\operatorname{Ker} T^{j+1} \cap \operatorname{Ran} T^{n}\right) .
\end{aligned}
$$

Hence (1).

Finally, we prove by induction that $N_{j} \cap \operatorname{Ran} T^{n}=\{0\}$. This is clear for $j=0$. Let $j \geq 0, N_{j} \cap \operatorname{Ran} T^{n}=\{0\}$ and let $x \in N_{j+1} \cap \operatorname{Ran} T^{n}$. Then $T x \in N_{j} \cap \operatorname{Ran} T^{n}$ and so, by the induction assumption, $T x=0$. Thus $x \in \operatorname{Ker} T \cap \operatorname{Ran} T^{n}$ and $x \in N_{j+1} \subset L$, and so $x=0$. Hence

$$
N_{j} \cap \operatorname{Ran} T^{n}=\{0\} \quad(j \leq n) .
$$

Set $N=N_{n}$. Then $T N \subset N$ and $N \subset \operatorname{Ker} T^{n}$. Further, $N+\operatorname{Ran} T^{n} \supset \operatorname{Ker} T^{n}$ by (1), and $N \cap \operatorname{Ran} T^{n}=\{0\}$. Note also that $N+\operatorname{Ran} T^{n}=\operatorname{Ker} T^{n}+\operatorname{Ran} T^{n}=$ $T^{-n} \operatorname{Ran}\left(T^{2 n}\right)$, which is closed, since $\operatorname{Ran} T^{2 n}$ is closed by Lemma 9.

Consider the dual operator $T^{*} \in \mathcal{B}\left(X^{*}\right)$. It is easy to see that $\operatorname{Ran}\left(T^{* j}\right)$ is closed, $\alpha_{j}\left(T^{*}\right)=\beta_{j}(T)$ and $\beta_{j}\left(T^{*}\right)=\alpha_{j}(T)$ for all $j \geq n$. Thus we can use the same construction for $T^{*}$.

Since $\operatorname{dim}\left(\operatorname{Ker} T^{*} \cap \operatorname{Ran} T^{* n}\right)=\alpha_{n}\left(T^{*}\right)=\beta_{n}(T)<\infty$, there exists a finitedimensional subspace $G \subset X$ such that ${ }^{\perp}\left(\operatorname{Ker} T^{*} \cap \operatorname{Ran} T^{* n}\right) \oplus G=X$. Set $L^{\prime}=$ $G^{\perp}$. Then $L^{\prime}$ is a $w^{*}$-closed subspace and $L^{\prime} \oplus\left(\operatorname{Ker} T^{*} \cap \operatorname{Ran} T^{* n}\right)=X^{*}$.

Define subspaces $M_{0}^{\prime} \subset M_{1}^{\prime} \subset \cdots \subset M_{n}^{\prime} \subset X^{*}$ by $M_{0}^{\prime}=\{0\}$ and $M_{j+1}^{\prime}=$ $T^{*-1} M_{j} \cap L^{\prime}$. By induction, $M_{j}^{\prime}$ is $w^{*}$-closed for all $j$.

Set $M^{\prime}=M_{n}^{\prime}$. As above we have $T^{*} M^{\prime} \subset M^{\prime} \subset \operatorname{Ker} T^{* n}, M^{\prime} \cap \operatorname{Ran} T^{* n}=\{0\}$ and $\operatorname{Ker} T^{* n} \subset M^{\prime}+\operatorname{Ran} T^{* n}$. Moreover, $M^{\prime}+\operatorname{Ran} T^{* n}$ is a closed subspace.

Set $M={ }^{\perp} M^{\prime}$. Then $T M \subset M$ and $M={ }^{\perp} M^{\prime} \supset^{\perp} \operatorname{Ker} T^{* n}=\operatorname{Ran} T^{n}$.
Further,
$\operatorname{Ran} T^{n}={ }^{\perp} \operatorname{Ker} T^{* n} \supset^{\perp}\left(M^{\prime}+\operatorname{Ran} T^{* n}\right)=^{\perp} M^{\prime} \cap{ }^{\perp} \operatorname{Ran} T^{* n}=M \cap \operatorname{Ker} T^{n}$
and $M+\operatorname{Ker} T^{n}={ }^{\perp} M^{\prime}+{ }^{\perp} \operatorname{Ran} T^{* n}={ }^{\perp}\left(M^{\prime} \cap \operatorname{Ran} T^{* n}\right)=X$ (the middle equality follows from A.1.13).

Thus

$$
M+N \supset M+\operatorname{Ran} T^{n}+N \supset M+\operatorname{Ran} T^{n}+\operatorname{Ker} T^{n}=X
$$

and

$$
M \cap N \subset M \cap \operatorname{Ker} T^{n} \cap N \subset \operatorname{Ran} T^{n} \cap N=\{0\}
$$

Hence $X=N \oplus M, T N \subset N, T M \subset M$ and $(T \mid N)^{n}=0$.
Let $T_{2}=T \mid M$. We have

$$
\begin{aligned}
\operatorname{Ker} T_{2} & =\operatorname{Ker} T \cap M \subset \operatorname{Ker} T^{n} \cap M=^{\perp}\left(\operatorname{Ran} T^{* n}+M^{\prime}\right) \\
& ={ }^{\perp}\left(\operatorname{Ran} T^{* n}+\operatorname{Ker} T^{* n}\right)=\operatorname{Ker} T^{n} \cap \operatorname{Ran} T^{n} \subset R^{\infty}(T) .
\end{aligned}
$$

Thus $k_{j}\left(T_{2}\right)=0$ for all $j \geq 0$. Hence the sequences $\alpha_{j}\left(T_{2}\right)$ and $\beta_{j}\left(T_{2}\right)$ are constant. Since $\alpha_{n}\left(T_{2}\right)=\alpha_{n}(T)<\infty$ and $\beta_{n}\left(T_{2}\right)=\beta_{n}(T)<\infty$, we conclude that $\alpha\left(T_{2}\right)<$ $\infty$ and $\beta\left(T_{2}\right)<\infty$. So $T_{2}$ is Fredholm.
Proposition 13. Let $T, S \in \mathcal{B}(X)$. Then $\sigma_{i}(T S) \backslash\{0\}=\sigma_{i}(S T) \backslash\{0\}$ for $i=$ $1,2, \ldots, 10$. The same relation is true also for all unions of these spectra, in particular for $\sigma_{4} \cup \sigma_{9}$ and $\sigma_{5} \cup \sigma_{10}$.

Proof. Follows from Propositions 12.28 and 12.29.

## C. Kato, essentially Kato and quasi-Fredholm operators

In this section we replace the numbers $\beta_{n}(T)=\operatorname{dim} \operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1}$ and $\alpha_{n}(T)=\operatorname{dim} \operatorname{Ker} T^{n+1} / \operatorname{Ker} T^{n}$ by the numbers

$$
\begin{aligned}
k_{n}(T) & =\operatorname{dim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right) /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right) \\
& =\operatorname{dim}\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{n}\right) /\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{n+1}\right)
\end{aligned}
$$

Note that $k_{n}(T)=0$ if and only if $\operatorname{Ker} T \cap \operatorname{Ran} T^{n} \subset \operatorname{Ran} T^{n+1}$. Similarly, $k_{n}(T)<\infty$ if and only if $\operatorname{Ker} T \cap \operatorname{Ran} T^{n} \stackrel{e}{\subset} \operatorname{Ran} T^{n+1}$.

We start with an analogue of Lemmas 5 and 6.
Lemma 14. Let $A, B, C, D$ be mutually commuting operators on a Banach space $X$ satisfying $A C+B D=I$ and let $n \geq 0$. Then:
(i) $\operatorname{Ran}\left(A^{n} B^{n}\right) \cap \operatorname{Ker}(A B)=\left(\operatorname{Ran} A^{n} \cap \operatorname{Ker} A\right)+\left(\operatorname{Ran} B^{n} \cap \operatorname{Ker} B\right)$;
(ii) $\max \left\{k_{n}(A), k_{n}(B)\right\} \leq k_{n}(A B) \leq k_{n}(A)+k_{n}(B)$.

Proof. (i) By Lemma 12.8, we have

$$
\begin{align*}
& \operatorname{Ran}\left(A^{n} B^{n}\right) \cap \operatorname{Ker}(A B)=\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap(\operatorname{Ker} A+\operatorname{Ker} B) \\
& \quad \supset\left(\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap \operatorname{Ker} A\right)+\left(\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap \operatorname{Ker} B\right)  \tag{2}\\
& \quad=\left(\operatorname{Ran} A^{n} \cap \operatorname{Ker} A\right)+\left(\operatorname{Ran} B^{n} \cap \operatorname{Ker} B\right) .
\end{align*}
$$

On the other hand, if $x \in \operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap(\operatorname{Ker} A+\operatorname{Ker} B)$, then $x=y+z$ for some $y \in \operatorname{Ker} A \subset \operatorname{Ran} B^{n}$ and $z \in \operatorname{Ker} B \subset \operatorname{Ran} A^{n}$. Thus we also have $y=x-z \in \operatorname{Ran} A^{n}$ and $z=x-y \in \operatorname{Ran} B^{n}$. So

$$
x \in\left(\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap \operatorname{Ker} A\right)+\left(\operatorname{Ran} A^{n} \cap \operatorname{Ran} B^{n} \cap \operatorname{Ker} B\right)
$$

and we have equality in (2).
(ii.a) We prove $k_{n}(A) \leq k_{n}(A B)$. If $x_{1}, \ldots, x_{m} \in \operatorname{Ran} A^{n} \cap \operatorname{Ker} A$ where $m>$ $k_{n}(A B)$, then $B^{n} x_{i} \in \operatorname{Ran}\left(A^{n} B^{n}\right) \cap \operatorname{Ker} A \subset \operatorname{Ran}\left(A^{n} B^{n}\right) \cap \operatorname{Ker}(A B)$ for all $i=$ $1, \ldots, m$. Thus there exists a non-trivial linear combination

$$
\sum_{i=1}^{m} c_{i} B^{n} x_{i} \in \operatorname{Ran}\left(A^{n+1} B^{n+1}\right) \subset B^{n} \operatorname{Ran} A^{n+1}
$$

So

$$
\sum_{i=1}^{m} c_{i} x_{i} \in \operatorname{Ran} A^{n+1}+\operatorname{Ker} B^{n} \subset \operatorname{Ran} A^{n+1}
$$

Hence $k_{n}(A)=\operatorname{dim}\left(\operatorname{Ran} A^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} A^{n+1} \cap \operatorname{Ker} T\right) \leq k_{n}(A B)$.
(ii.b) To prove the second inequality, let $x_{1}, \ldots, x_{m} \in \operatorname{Ran}\left(A^{n} B^{n}\right) \cap \operatorname{Ker}(A B)$ where $m>k_{n}(A)+k_{n}(B)$. By (i), we can write $x_{i}=y_{i}+z_{i} \quad(i=1, \ldots, m)$
for some $y_{i} \in \operatorname{Ran} A^{n} \cap \operatorname{Ker} A$ and $z_{i} \in \operatorname{Ran} B^{n} \cap \operatorname{Ker} B$. Thus there exists a nontrivial linear combination such that $\sum_{i=1}^{m} c_{i} y_{i} \in \operatorname{Ran} A^{n+1} \cap \operatorname{Ker} A$ and $\sum_{i=1}^{m} c_{i} z_{i} \in$ $\operatorname{Ran} B^{n+1} \cap \operatorname{Ker} B$. Hence $\sum_{i=1}^{m} c_{i} x_{i} \in \operatorname{Ran}\left(A^{n+1} B^{n+1}\right) \cap \operatorname{Ker}(A B)$ and $k_{n}(A B)<$ $m$. This proves the second inequality.
Lemma 15. Let $T \in \mathcal{B}(X), n \geq 0$ and $m \geq 1$. Then

$$
\begin{gathered}
k_{n}\left(T^{m}\right)=k_{m n}(T)+2 k_{m n+1}(T)+3 k_{m n+2}(T)+\cdots+m k_{m n+m-1}(T) \\
+(m-1) k_{m n+m}(T)+\cdots+k_{m n+2 m-2}(T)
\end{gathered}
$$

In particular,

$$
k_{m n}(T) \leq k_{n}\left(T^{m}\right) \leq m^{2} \max _{0 \leq i \leq 2 m-2} k_{m n+i}(T)
$$

Proof. Consider the mapping

$$
\widehat{T}_{j}: \operatorname{Ran} T^{j} / \operatorname{Ran} T^{j+m} \rightarrow \operatorname{Ran} T^{j+1} / \operatorname{Ran} T^{j+m+1}
$$

induced by $T$. By Lemmas 2 and 21.1, we have

$$
\begin{aligned}
\operatorname{dim} \operatorname{Ker} \widehat{T}_{j} & =\operatorname{dim}\left(T^{-1} \operatorname{Ran} T^{j+m+1} \cap \operatorname{Ran} T^{j}\right) / \operatorname{Ran} T^{j+m} \\
& =\operatorname{dim}\left(\left(\operatorname{Ker} T+\operatorname{Ran} T^{j+m}\right) \cap \operatorname{Ran} T^{j}\right) / \operatorname{Ran} T^{j+m} \\
& =\operatorname{dim}\left(\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{j}\right)+\operatorname{Ran} T^{j+m}\right) / \operatorname{Ran} T^{j+m} \\
& =\operatorname{dim}\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{j}\right) /\left(\operatorname{Ker} T \cap \operatorname{Ran} T^{j+m}\right)=\sum_{i=0}^{m-1} k_{i+j}(T)
\end{aligned}
$$

Since the mapping $\operatorname{Ran} T^{m n} / \operatorname{Ran} T^{m n+m} \rightarrow \operatorname{Ran} T^{m n+m} / \operatorname{Ran} T^{m n+2 m}$ induced by $T^{m}$ is equal to the composition $\widehat{T}_{m n+m-1} \widehat{T}_{m n+m-2} \cdots \widehat{T}_{m n}$ and all these mappings are onto, we have

$$
k_{n}\left(T^{m}\right)=\sum_{j=m n}^{m n+m-1} \operatorname{dim} \operatorname{Ker} \widehat{T}_{j}=\sum_{j=m n}^{m n+m-1} \sum_{i=0}^{m-1} k_{j+i}(T),
$$

which gives the statement of the lemma.
We now define the classes of operators analogous to $R_{1}^{a}, \ldots, R_{5}^{a}$ :

$$
\begin{aligned}
& R_{11}^{a}=\left\{T \in \mathcal{B}(X): k_{n}(T)=0 \text { for all } n \geq 0\right\} \\
& R_{12}^{a}=\left\{T \in \mathcal{B}(X): \sum_{i=0}^{\infty} k_{i}(T)<\infty\right\} \\
& R_{13}^{a}=\left\{T \in \mathcal{B}(X): k_{n}(T)<\infty \text { for all } n \geq 0\right\} \\
& R_{14}^{a}=\left\{T \in \mathcal{B}(X): \text { there exists } d \in \mathbb{N} \text { such that } k_{n}(T)=0 \text { for all } n \geq d\right\} \\
& R_{15}^{a}=\left\{T \in \mathcal{B}(X): \text { there exists } d \in \mathbb{N} \text { such that } k_{n}(T)<\infty \text { for all } n \geq d\right\} .
\end{aligned}
$$

The condition in $R_{11}^{a}$ means that

$$
\operatorname{Ker} T=\operatorname{Ker} T \cap \operatorname{Ran} T=\operatorname{Ker} T \cap \operatorname{Ran} T^{2}=\cdots=\operatorname{Ker} T \cap R^{\infty}(T)
$$

and so $R_{11}^{a}=\left\{T: \operatorname{Ker} T \subset R^{\infty}(T)\right\}$.

Similarly, $\sum_{i=0}^{\infty} k_{i}(T)<\infty$ means that there is a $d \in \mathbb{N}$ such that
$\operatorname{Ker} T \stackrel{e}{=} \operatorname{Ker} T \cap \operatorname{Ran} T \stackrel{e}{=} \operatorname{Ker} T \cap \operatorname{Ran} T^{2} \stackrel{e}{=} \cdots \stackrel{e}{=} \operatorname{Ker} T \cap \operatorname{Ran} T^{d}=\operatorname{Ker} T \cap R^{\infty}(T)$, and so $R_{12_{e}}^{a}=\left\{T: \operatorname{Ker} T \stackrel{e}{\subset} R^{\infty}(T)\right\}$. The condition defining $R_{13}^{a}$ can be rewritten as $\operatorname{Ker} T^{m} \subset \operatorname{Ran} T^{n}$ for all $m, n \in \mathbb{N}$. The condition in $R_{14}^{a}$ is equivalent to $\operatorname{Ker} T \cap$ $\operatorname{Ran} T^{d} \subset R^{\infty}(T)$.

It follows from Lemmas 14 and 15 that the sets $R_{11}^{a} \cdots R_{15}^{a}$ are regularities; so the corresponding spectra satisfy the spectral mapping theorem (for locally non-constant analytic functions).

Before we introduce the topological version of $R_{11}^{a}, \ldots, R_{15}^{a}$ we state several simple lemmas.

Lemma 16. Let $T \in \mathcal{B}(X), m \geq 0$ and $n \geq i \geq 1$. If $\operatorname{Ran} T^{n}+\operatorname{Ker} T^{m}$ is closed, then $\operatorname{Ran} T^{n-i}+\operatorname{Ker} T^{m+i}$ is closed.

Proof. It is sufficient to show that

$$
\begin{equation*}
\operatorname{Ran} T^{n-i}+\operatorname{Ker} T^{m+i}=T^{-i}\left(\operatorname{Ran} T^{n}+\operatorname{Ker} T^{m}\right) \tag{3}
\end{equation*}
$$

The inclusion $\subset$ is clear. Conversely, suppose that $T^{i} z \in \operatorname{Ran} T^{n}+\operatorname{Ker} T^{m}$, so $T^{i} z=T^{n} x+u$ for some $x \in X$ and $u \in \operatorname{Ker} T^{m}$. Then $u \in \operatorname{Ran} T^{i}$, and so $u=T^{i} v$ for some $v \in \operatorname{Ker} T^{m+i}$. Consequently, $z-T^{n-i} x-v \in \operatorname{Ker} T^{i}$. Thus $z \in \operatorname{Ran} T^{n-i}+\operatorname{Ker} T^{m+i}+\operatorname{Ker} T^{i}=\operatorname{Ran} T^{n-i}+\operatorname{Ker} T^{m+i}$ and we have equality in (3).

Lemma 17. Let $T \in \mathcal{B}(X)$ and let $n \geq 0$. If $\operatorname{Ran} T^{n}$ is closed and $\operatorname{Ran} T+\operatorname{Ker} T^{n}$ is closed, then $\operatorname{Ran} T^{n+1}$ is closed.

Proof. Let $u_{j} \in X \quad(j=1,2, \ldots)$ and let $T^{n+1} u_{j} \rightarrow z$ as $j \rightarrow \infty$. Then $z \in$ $\operatorname{Ran} T^{n}, z=T^{n} u$ for some $u \in X$ and $T^{n}\left(u-T u_{j}\right) \rightarrow 0$.

Consider the operator $\widehat{T^{n}}: X / \operatorname{Ker} T^{n} \rightarrow X$ induced by $T^{n}$.
Clearly, $\widehat{T^{n}}$ is one-to-one and has closed range, therefore it is bounded below, and $\widehat{T^{n}}\left(u-T u_{j}+\operatorname{Ker} T^{n}\right) \rightarrow 0(j \rightarrow \infty)$ implies $u-T u_{j}+\operatorname{Ker} T^{n} \rightarrow 0$ in $X / \operatorname{Ker} T^{n}$. Thus there are elements $v_{j} \in \operatorname{Ker} T^{n}$ such that $T u_{j}+v_{j} \rightarrow u$, and so $u \in \operatorname{Ran} T+\operatorname{Ker} T^{n}$. Hence $z=T^{n} u \in \operatorname{Ran} T^{n+1}$.

Lemma 18. Let $T \in \mathcal{B}(X), d \in \mathbb{N}$ and let $k_{i}(T)<\infty$ for every $i \geq d$. Then the following statements are equivalent:
(i) there exists $n \geq d+1$ such that $\operatorname{Ran} T^{n}$ is closed;
(ii) $\operatorname{Ran} T^{n}$ is closed for all $n \geq d$;
(iii) $\operatorname{Ran} T^{n}+\operatorname{Ker} T^{m}$ is closed for all $m, n$ with $m+n \geq d$.

Proof. Clearly, (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i). The implication (ii) $\Rightarrow$ (iii) follows from Lemma 16.
(i) $\Rightarrow$ (ii) : If $\operatorname{Ran} T^{n}$ is closed, then, by Lemma $16, \operatorname{Ran} T+\operatorname{Ker} T^{n-1}$ is closed. Since $\operatorname{Ran} T+\operatorname{Ker} T^{n-1} \stackrel{e}{\subset} \operatorname{Ran} T+\operatorname{Ker} T^{n} \stackrel{e}{\subset} \cdots$, we get that $\operatorname{Ran} T+\operatorname{Ker} T^{i}$ is closed for every $i \geq n$. Thus, by Lemma 17, we get inductively that $\operatorname{Ran} T^{i}$ is closed for every $i \geq n$.

To show that $\operatorname{Ran} T^{i}$ is closed for all $i, d \leq i \leq n$, we can proceed exactly as in the proof of Lemma 9.

We use the following notation:

$$
\begin{aligned}
R_{11}= & \left\{T \in \mathcal{B}(X): \operatorname{Ker} T \subset R^{\infty}(T) \text { and } \operatorname{Ran} T \text { is closed }\right\} \\
R_{12}= & \left\{T \in \mathcal{B}(X): \operatorname{Ker} T \subset R^{\infty}(T) \text { and } \operatorname{Ran} T \text { is closed }\right\} ; \\
R_{13}= & \left\{T \in \mathcal{B}(X): k_{n}(T)<\infty \text { for every } n \in \mathbb{N} \text { and } \operatorname{Ran} T \text { is closed }\right\} ; \\
R_{14}= & \{T \in \mathcal{B}(X): \text { there exists } d \in \mathbb{N} \text { such that } \\
& \left.k_{n}(T)=0 \quad(n \geq d) \text { and } \operatorname{Ran} T^{d+1} \text { is closed }\right\} \\
R_{15}= & \{T \in \mathcal{B}(X): \text { there exists } d \in \mathbb{N} \text { such that } \\
& \left.\quad k_{n}(T)<\infty(n \geq d) \text { and } \operatorname{Ran} T^{d+1} \text { is closed }\right\}
\end{aligned}
$$

The sets $R_{11}$ and $R_{12}$ are the classes of all Kato and essentially Kato operators, respectively. The operators in $R_{14}$ are called quasi-Fredholm.

Clearly, $R_{11} \subset R_{12}=R_{13} \cap R_{14} \subset R_{13} \cup R_{14} \subset R_{15}, R_{1} \cup R_{6} \subset R_{11}$, $R_{2} \cup R_{7} \subset R_{3} \cup R_{8} \subset R_{12}, R_{4} \cup R_{9} \subset R_{14}$ and $R_{5} \cup R_{10} \subset R_{15}$.

It is easy to see that the sets $R_{11} \cdots R_{15}$ are regularities.
Let $\sigma_{i} \quad(i=11, \ldots, 15)$ be the corresponding spectra defined by $\sigma_{i}(T)=$ $\left\{\lambda: T-\lambda \notin R_{i}\right\}$. If $X=X_{1} \oplus X_{2}$ is a decomposition of $X$ with closed $X_{1}, X_{2}$ and if $T_{1} \in \mathcal{B}\left(X_{1}\right), T_{2} \in \mathcal{B}\left(X_{2}\right)$, then

$$
\sigma_{i}\left(T_{1} \oplus T_{2}\right)=\sigma_{i}\left(T_{1}\right) \cup \sigma_{i}\left(T_{2}\right) \quad(i=11, \ldots, 15)
$$

Since $\sigma_{11}\left(T_{1}\right) \neq \emptyset \Leftrightarrow X_{1} \neq\{0\}$, and $\sigma_{i}\left(T_{1}\right) \neq \emptyset \Leftrightarrow \operatorname{dim} X_{1}=\infty$ for $i=12$, 13, we have the following spectral mapping theorems:

Theorem 19. Let $T \in \mathcal{B}(X)$ and let $f$ be a function analytic on a neighbourhood of $\sigma(T)$. Then

$$
\sigma_{i}(f(T))=f\left(\sigma_{i}(T)\right) \quad(i=11,12,13)
$$

If $f$ is non-constant on each component of its domain of definition, then

$$
\sigma_{i}(f(T))=f\left(\sigma_{i}(T)\right) \quad(i=14,15)
$$

Examples 20. Let $S_{n}$ be the shift in an $n$-dimensional Hilbert space. A typical example of an operator in the class $R_{13}$ is $T=\bigoplus_{n=1}^{\infty} S_{n}$; then $k_{n}(T)=1$ for all $n \geq 0$.

An example of a quasi-Fredholm operator (class $R_{14}$ ) is $T^{\prime}=\bigoplus_{j=1}^{\infty} S_{n}$, where $n \in \mathbb{N}$ is fixed. Then $k_{n-1}\left(T^{\prime}\right)=\infty$ and $k_{i}\left(T^{\prime}\right)=0 \quad(i \neq n-1)$.

The operator $T^{\prime \prime}=T \oplus T^{\prime}$ is an example of an operator in the class $R_{15}$.

Lemma 21. If $T \in \mathcal{B}(X), n \in \mathbb{N}$ and $\operatorname{Ran} T^{n}, \operatorname{Ran} T^{n+1}$ and $\operatorname{Ran} T^{n+2}$ are closed, then $k_{n}\left(T^{*}\right)=k_{n}(T)$.

Proof. The space $\operatorname{Ran} T+\operatorname{Ker} T^{n}=T^{-n} \operatorname{Ran} T^{n+1}$ is closed, and similarly, $\operatorname{Ran} T+$ $\operatorname{Ker} T^{n+1}$ is closed. Thus

$$
\begin{aligned}
k_{n}(T) & =\operatorname{dim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right) /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right) \\
& =\operatorname{dim}\left(\operatorname{Ran} T+\operatorname{Ker} T^{n}\right)^{\perp} /\left(\operatorname{Ran} T+\operatorname{Ker} T^{n+1}\right)^{\perp} \\
& =\operatorname{dim}\left(\operatorname{Ker} T^{*} \cap \operatorname{Ran} T^{* n}\right) /\left(\operatorname{Ker} T^{*} \cap \operatorname{Ran} T^{* n+1}\right)=k_{n}\left(T^{*}\right)
\end{aligned}
$$

Corollary 22. $T^{*} \in R_{i} \Leftrightarrow T \in R_{i}$ for $i=11, \ldots, 15$.

## 23 Semiregularities and miscellaneous spectra

Some spectra studied in literature satisfy the conditions required in Section 6 only partially. We met some examples of this kind in the previous sections.

Recall that a non-empty subset $R$ of a Banach algebra $\mathcal{A}$ is called a regularity if it satisfies the following two conditions:
(i) if $a \in \mathcal{A}$ and $n \in \mathbb{N}$, then $a \in R \Leftrightarrow a^{n} \in R$,
(ii) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ satisfying $a c+b d=1_{\mathcal{A}}$, then $a b \in R \Leftrightarrow a, b \in R$.

Axioms (i) and (ii) can be divided into two parts, each of them implying a one-way spectral mapping theorem.

There are many natural examples of classes of operators or Banach algebras elements that satisfy only one half of the axioms of regularities. This motivates the definition of semiregularities.

## Lower semiregularities

Definition 1. Let $R$ be a non-empty subset of a Banach algebra $\mathcal{A}$. Then $R$ is called a lower semiregularity if
(i) $a \in \mathcal{A}, n \in \mathbb{N}, a^{n} \in R \Rightarrow a \in R$,
(ii) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ satisfying $a c+b d=1_{\mathcal{A}}$ and $a b \in R$, then $a, b \in R$.

For a lower semiregularity $R$ let $\sigma_{R}$ be the corresponding spectrum defined by $\sigma_{R}$ by $\sigma_{R}(a)=\{\lambda \in \mathbb{C}: a-\lambda \notin R\}$.

Clearly the intersection $R=\bigcap_{\alpha} R_{\alpha}$ of any system of lower semiregularities is again a lower semiregularity. The corresponding spectra satisfy $\sigma_{R}(a)=\bigcup_{\alpha} \sigma_{R_{\alpha}}(a)$ for all $a \in \mathcal{A}$.

Note that also the union $R=\bigcup_{\alpha} R_{\alpha}$ of any system of lower semiregularities is again a lower semiregularity. The corresponding spectrum then satisfies $\sigma_{R}(a)=$ $\bigcap_{\alpha} \sigma_{R_{\alpha}}(a)$.
Lemma 2. Let $R \subset \mathcal{A}$ be a lower semiregularity. Then:
(i) $1_{\mathcal{A}} \in R$;
(ii) $\operatorname{Inv}(\mathcal{A}) \subset R$;
(iii) if $a \in R, b \in \operatorname{Inv}(\mathcal{A})$ and $a b=b a$, then $a b \in R$;
(iv) $\sigma_{R}(a) \subset \sigma(a)$;
(v) (translation property) $\sigma_{R}(a+\lambda)=\lambda+\sigma_{R}(a)$.

Proof. (i) Let $b \in R$. We have $1 \cdot 1+b \cdot 0=1$ and $1 \cdot b=b \in R$. Thus $1 \in R$.
(ii) Let $a \in \operatorname{Inv}(\mathcal{A})$. Then $a \cdot a^{-1}+a^{-1} \cdot 0=1$ and $a \cdot a^{-1}=1 \in R$. Hence $a \in R$.
(iii) We have $(a b) \cdot 0+b^{-1} \cdot b=1$ and $(a b) \cdot b^{-1}=a \in R$, so $a b \in R$.

The remaining statements are clear.
Remark 3. Suppose that $R \subset \mathcal{A}$ is a non-empty subset satisfying

$$
\begin{equation*}
a, b \in \mathcal{A}, a b=b a, a b \in R \Rightarrow a, b \in R \tag{1}
\end{equation*}
$$

Then clearly $R$ is a lower semiregularity.
Theorem 4. Let $R \subset \mathcal{A}$ be a lower semiregularity and $a \in \mathcal{A}$. Then

$$
f\left(\sigma_{R}(a)\right) \subset \sigma_{R}(f(a))
$$

for each locally non-constant function $f$ analytic on a neighbourhood of $\sigma(a)$.
Proof. Suppose on the contrary that $\lambda \in f\left(\sigma_{R}(a)\right) \backslash \sigma_{R}(f(a))$. Since the function $f(z)-\lambda$ has only a finite number of zeros $\alpha_{1}, \ldots, \alpha_{n}$ in $\sigma(a)$, we can write

$$
f(z)-\lambda=\left(z-\alpha_{1}\right)^{k_{1}} \ldots\left(z-\alpha_{n}\right)^{k_{n}} g(z)
$$

for some $k_{i} \geq 1$ and a function $g$ analytic on a neighbourhood of $\sigma(a)$ such that $g(z) \neq 0 \quad(z \in \sigma(a))$. Thus

$$
f(a)-\lambda=\left(a-\alpha_{1}\right)^{k_{1}} \ldots\left(a-\alpha_{n}\right)^{k_{n}} g(a),
$$

where $f(a)-\lambda \in R$ and $g(a) \in \operatorname{Inv}(\mathcal{A})$. By Lemma 2 (iii),

$$
\left(a-\alpha_{1}\right)^{k_{1}} \cdots\left(a-\alpha_{n}\right)^{k_{n}} \in R .
$$

Let $i \in\{1, \ldots, n\}$. For certain polynomials $p, q$ we have

$$
\left(z-\alpha_{i}\right)^{k_{i}} \cdot p(z)+\left(\prod_{j \neq i}\left(z-\alpha_{j}\right)^{k_{j}}\right) \cdot q(z)=1
$$

The corresponding identity for $z$ replaced by $a$ gives $\left(a-\alpha_{i}\right)^{k_{i}} \in R$. Thus $a-\alpha_{i} \in R$ and $\alpha_{i} \notin \sigma_{R}(a) \quad(i=1, \ldots, n)$. Hence $\lambda \notin f\left(\sigma_{R}(a)\right)$, a contradiction.

Corollary 5. Let $R \subset \mathcal{A}$ be a lower semiregularity and $0 \notin R$. Then $p\left(\sigma_{R}(a)\right) \subset$ $\sigma_{R}(p(a))$ for all polynomials $p$.

Proof. It is sufficient to verify the inclusion for the constant polynomials $p(z) \equiv \lambda$. In this case we have $p\left(\sigma_{R}(a)\right) \subset\{\lambda\}$ and $\sigma_{R}(p(a))=\sigma_{R}\left(\lambda \cdot 1_{\mathcal{A}}\right)=\{\lambda\}$.

The assumption in Theorem 4 that the function $f$ is locally non-constant can be frequently omitted.

Theorem 6. Let $R \subset \mathcal{A}$ be a lower semiregularity satisfying the following condition: if $c=c^{2} \in R, a \in \mathcal{A}$ and $a c=c a$, then $c+(1-c) a \in R$. Then $f\left(\sigma_{R}(a)\right) \subset \sigma_{R}(f(a))$ for all $a \in \mathcal{A}$ and $f$ analytic on a neighbourhood of $\sigma(a)$.

Proof. Let $U$ be the domain of definition of $f$. Suppose on the contrary that $\lambda \in f\left(\sigma_{R}(a)\right) \backslash \sigma_{R}(f(a))$. Let $U_{1}$ be the union of all components of $U$ where $f$ is identically equal to $\lambda$, and $U_{2}=U \backslash U_{1}$. Let $h$ be defined by

$$
h(z)= \begin{cases}0 & \left(z \in U_{1}\right) \\ 1 & \left(z \in U_{2}\right)\end{cases}
$$

Then we can write

$$
f(z)-\lambda=h(z)\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}} \cdot g(z)
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in \sigma(a) \cap U_{2}, g$ is analytic on $U$ and $g(z) \neq 0 \quad(z \in \sigma(a))$. Set $p(z)=\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}}$. Thus $f(a)-\lambda=h(a) p(a) g(a)=h(a) p(a)(1-$ $h(a)+g(a) h(a))$, where $1-h(a)+g(a) h(a) \in \operatorname{Inv}(\mathcal{A})$. We have $f(a)-\lambda \in R$ and so, by Lemma 2 (iii), $h(a) p(a) \in R$.

Consider the function $r$ defined by

$$
r(z)= \begin{cases}p(z)^{-1} & \left(z \in U_{1}\right) \\ 0 & \left(z \in U_{2}\right)\end{cases}
$$

Then $p(a)(1-h(a)) \cdot r(a)+h(a) \cdot 1=1$ and $p(a) h(a) \in R$, and so $p(a) \in R, h(a) \in R$. As in Theorem 4, $p(a) \in R$ implies $a-\alpha_{i} \in R \quad(i=1, \ldots, n)$ and so $\alpha_{i} \notin \sigma_{R}(a)$.

Since $\lambda \in f\left(\sigma_{R}(a)\right)$, there is a $\beta \in U_{1} \cap \sigma_{R}(a)$. Further, $h(a)$ is an idempotent in $R$ and, by assumption, we have $(a-\beta)(1-h(a))+h(a) \in R$. Since $(1-h(a))+$ $(a-\beta) h(a) \in \operatorname{Inv}(\mathcal{A})$, we have

$$
a-\beta=((a-\beta)(1-h(a))+h(a)) \cdot((1-h(a))+(a-\beta) h(a)) \in R
$$

This contradicts to the fact that $\beta \in \sigma_{R}(a)$.
Remark 7. In particular the condition of the previous theorem is satisfied if the unit element is the unique idempotent in $R$.

Another typical application is when $\mathcal{A}$ is the algebra of all bounded operators on a Banach space, all idempotents in $R$ are projections onto subspaces of finite codimension and $R$ is invariant under finite rank perturbations (for example Fredholm operators, upper (lower) semi-Fredholm operators etc.).

Theorem 8. Let $R \subset \mathcal{A}$ be a lower semiregularity. The following conditions are equivalent:
(i) $R$ is open;
(ii) $\sigma_{R}(a)$ is closed for each $a \in \mathcal{A}$ and the set-valued function $a \mapsto \sigma_{R}(a)$ is upper semicontinuous.

Proof. Straightforward.
Remark 9. Let $R \subset \mathcal{A}$ be a lower semiregularity. Then the spectrum $\sigma_{R}$ can be extended to $n$-tuples of commuting elements of $\mathcal{A}$ in such a way that

$$
p\left(\sigma_{R}\left(a_{1}, \ldots, a_{n}\right)\right) \subset \sigma_{R}\left(p\left(a_{1}, \ldots, a_{n}\right)\right)
$$

for all commuting $n$-tuples $a_{1}, \ldots, a_{n} \in \mathcal{A}$ and all non-constant polynomials $p$ in $n$ variables. Indeed, define

$$
\sigma_{R}\left(a_{1}, \ldots, a_{n}\right)=\left\{\left(\lambda_{1}, \ldots, \lambda_{n}\right): p\left(a_{1}, \ldots, a_{n}\right)-p\left(\lambda_{1}, \ldots, \lambda_{n}\right) \notin R \text { for all } p\right\}
$$

The extension is not unique; other (trivial) extension is $\sigma_{R}\left(a_{1}, \ldots, a_{n}\right)=\emptyset$ whenever $n \geq 2$.

The first extension is maximal among all extensions satisfying the one-way spectral mapping property (clearly the trivial extension is minimal).

We show now some examples of lower semiregularities. Of course every regularity is also a lower semiregularity. Therefore we restrict here only to examples of lower semiregularities that are not regularities.

Let $X$ be a Banach space. The set $\Phi_{+}(X) \cup \Phi_{-}(X)$ of all semi-Fredholm operators is a lower semiregularity (since it is a union of two regularities). The corresponding semi-Fredholm spectrum is defined by $\sigma_{s F}(T)=\{\lambda \in \mathbb{C}: T-$ $\lambda$ is not semi-Fredholm $\}$.

By Remark 7, the one-way spectral mapping $f\left(\sigma_{s F}(T)\right) \subset \sigma_{s F}(f(T))$ is satisfied for all functions analytic on a neighbourhood of $\sigma(T)$.

Another example of a lower semiregularity in a Banach algebra $\mathcal{A}$ is the set $\operatorname{Inv}_{l}(\mathcal{A}) \cup \operatorname{Inv}_{r}(\mathcal{A})$ of all one-side invertible elements.

Let $T \in \mathcal{B}(X)$ and $n \geq 0$. Recall the definitions from the previous section:

$$
\begin{aligned}
\alpha_{n}(T) & =\operatorname{dim} \operatorname{Ker} T^{n+1} / \operatorname{Ker} T^{n} \\
\beta_{n}(T) & =\operatorname{dim} \operatorname{Ran} T^{n} / \operatorname{Ran} T^{n+1} \\
k_{n}(T) & =\operatorname{dim}\left(\operatorname{Ran} T^{n} \cap \operatorname{Ker} T\right) /\left(\operatorname{Ran} T^{n+1} \cap \operatorname{Ker} T\right) .
\end{aligned}
$$

Fix $m \geq 0$. It follows from the results in the previous sections that the following subsets of $\mathcal{B}(X)$ are lower semiregularities:
(i) $\{T \in \mathcal{B}(X): \operatorname{dim} \operatorname{Ker} T \leq m\}=\left\{T: \sup \alpha_{i}(T) \leq m\right\}$,
(ii) $\left\{T \in \mathcal{B}(X): \operatorname{dim} N^{\infty}(T) \leq m\right\}=\left\{T: \sum \alpha_{i}(T) \leq m\right\}$,
(iii) $\left\{T \in \mathcal{B}(X): \lim \alpha_{i}(T) \leq m\right\}$,
(iv) $\{T \in \mathcal{B}(X): \operatorname{codim} \operatorname{Ran} T \leq m\}=\left\{T: \sup \beta_{i}(T) \leq m\right\}$,
(v) $\left\{T \in \mathcal{B}(X): \operatorname{codim} R^{\infty}(T) \leq m\right\}=\left\{T: \sum \beta_{i}(T) \leq m\right\}$,
(vi) $\left\{T \in \mathcal{B}(X): \lim \beta_{i}(T) \leq m\right\}$,
(vii) $\left\{T \in \mathcal{B}(X): \sup k_{i}(T) \leq m\right\}$,
(viii) $\left\{T \in \mathcal{B}(X): \sum k_{i}(T) \leq m\right\}$,
(ix) $\left\{T \in \mathcal{B}(X): \lim \sup k_{i}(T) \leq m\right\}$.
(x) $\{T \in \mathcal{B}(X): \operatorname{dim} \operatorname{Ker} T \leq m$ and $\operatorname{Ran} T$ is closed $\}$,
(xi) $\left\{T \in \mathcal{B}(X): \operatorname{dim} N^{\infty}(T) \leq m\right.$ and $\operatorname{Ran} T$ is closed $\}$,
(xii) $\left\{T \in \mathcal{B}(X)\right.$ : there is a $j$ such that $\alpha_{j}(T) \leq m$ and $\operatorname{Ran} T^{j+1}$ is closed $\}$,
(xiii) $\left\{T \in \mathcal{B}(X): \sup k_{i}(T) \leq m\right.$ and $\operatorname{Ran} T$ is closed $\}$,
(xiv) $\left\{T \in \mathcal{B}(X): \sum k_{i}(T) \leq m\right.$ and $\operatorname{Ran} T$ is closed $\}$,
(xv) $\left\{T \in \mathcal{B}(X): k_{n}(T) \leq m\right.$ and $\operatorname{Ran} T^{n}$ is closed for every $\left.n \geq n_{0}\right\}$.

Note that the ranges in classes (iv)-(vi) are closed automatically.
This shows that it is rather easy to find examples of lower semiregularities.

## Upper semiregularities

Definition 10. A subset $R$ of a Banach algebra $\mathcal{A}$ is called an upper semiregularity if
(i) $a \in R, n \in \mathbb{N} \Rightarrow a^{n} \in R$,
(ii) if $a, b, c, d$ are mutually commuting elements of $\mathcal{A}$ satisfying $a c+b d=1_{\mathcal{A}}$ and $a, b \in R$, then $a b \in R$,
(iii) $R$ contains a neighbourhood of the unit element $1_{\mathcal{A}}$.

The definitions of upper and lower semiregularities are only seemingly asymmetric. In fact, condition (iii) for lower semiregularities was satisfied automatically.

Clearly $R$ is a regularity if and only if it is both a lower and upper semiregularity.

Define again $\sigma_{R}(a)=\{\lambda \in \mathbb{C}: a-\lambda \notin R\}$. Clearly the intersection of any family of upper semiregularities is again an upper semiregularity. Also the mapping $a \mapsto \sigma_{R}(a)$ is upper semicontinuous if and only if $R$ is open.

Remark 11. If $R \subset \mathcal{A}$ is a semigroup, then conditions (i) and (ii) of Definition 10 are satisfied. Thus a semigroup containing a neighbourhood of the unit element is an upper semiregularity.

Lemma 12. Let $R \subset \mathcal{A}$ be an upper semiregularity, let $a \in R \cap \operatorname{Inv}(\mathcal{A})$. Then there exists $\varepsilon>0$ such that $\{b \in \mathcal{A}: a b=b a,\|b-a\|<\varepsilon\} \subset R$.

Proof. Let $\delta>0$ satisfy $\left\{c \in \mathcal{A}:\left\|c-1_{\mathcal{A}}\right\|<\delta\right\} \subset R$. Let $a \in R \cap \operatorname{Inv}(\mathcal{A})$. Set $\varepsilon=\frac{\delta}{\left\|a^{-1}\right\|}$. Suppose that $b \in \mathcal{A}, a b=b a$ and $\|b-a\|<\varepsilon$. Then $\left\|a^{-1} b-1\right\|=$ $\left\|a^{-1}(b-a)\right\| \leq\left\|a^{-1}\right\| \cdot\|b-a\|<\delta$, and so $a^{-1} b \in R$. Further, $a \cdot a^{-1}+\left(a^{-1} b\right) \cdot 0=1$, hence $b=a \cdot\left(a^{-1} b\right) \in R$.

Lemma 13. Let $R \subset \mathcal{A}$ be an upper semiregularity, $a_{n} \in R \cap \operatorname{Inv}(\mathcal{A}) \quad(n=$ $1,2, \ldots), a \in \operatorname{Inv}(\mathcal{A}), a_{n} \rightarrow a$ and $a_{n} a=a a_{n}$. Then $a \in R$.
Proof. For each $n$ we have $a_{n} \cdot a_{n}^{-1}+\left(a_{n}^{-1} a\right) \cdot 0=1$. Further, $a_{n}^{-1} a \rightarrow 1$, and so $a_{n}^{-1} a \in R$ for $n$ large enough. Thus $a=a_{n} \cdot\left(a_{n}^{-1} a\right) \in R$.

Theorem 14. Let $R \subset \mathcal{A}$ be an upper semiregularity, let $a \in \mathcal{A}$. Let $M$ be a component of $\mathbb{C} \backslash \sigma(a)$. Then either $M \subset \sigma_{R}(a)$ or $M \cap \sigma_{R}(a)=\emptyset$.

Proof. Let $L=\{a-\lambda: \lambda \in M, a-\lambda \in R\}$. By Lemma 12, $L$ is open and, by Lemma 13 , it is relatively closed in $M$. Thus either $L=\emptyset$ or $L=M$.
Corollary 15. Let $R \subset \mathcal{A}$ be an upper semiregularity. Then $\lambda \cdot 1_{\mathcal{A}} \in R$ for each non-zero complex number $\lambda$.
Proof. Consider the element $a=0$. The set $M=\{\lambda \in \mathbb{C}: \lambda \neq 0\}$ is a component of $\mathbb{C} \backslash \sigma(0)$. Further, $1 \in R$, so $\lambda \in R$ for all $\lambda \in M$.

Lemma 16. Let $R \subset \mathcal{A}$ be an upper semiregularity, let $a \in R, b \in R \cap \operatorname{Inv}(\mathcal{A})$ and $a b=b a$. Then $a b \in R$.

Proof. We have $a \cdot 0+b \cdot b^{-1}=1$, so $a b \in R$.
Theorem 17. Let $R \subset \mathcal{A}$ be an upper semiregularity, let $a \in \mathcal{A}$. Then $\sigma_{R}(a) \subset \widehat{\sigma}(a)$. Further, $\sigma_{R}(a) \backslash \sigma(a)$ is a union of some bounded components of $\mathbb{C} \backslash \sigma(a)$.

Proof. For $|\lambda|$ large enough we have $1-\frac{a}{\lambda} \in R$, so $a-\lambda=-\lambda\left(1-\frac{a}{\lambda}\right) \in R$. By Theorem 14 the unbounded component of $\mathbb{C} \backslash \sigma(a)$ is disjoint with $\sigma_{R}(a)$ and thus $\sigma_{R}(a) \subset \widehat{\sigma}(a)$.
Theorem 18. Let $R \subset \mathcal{A}$ be an upper semiregularity, let $a \in \mathcal{A}$. Then $\sigma_{R}(p(a)) \subset$ $p\left(\sigma_{R}(a)\right)$ for all non-constant polynomials $p$.

Moreover, if $\sigma_{R}(b) \neq \emptyset$ for all $b \in \mathcal{A}$, then $\sigma_{R}(p(a)) \subset p\left(\sigma_{R}(a)\right)$ for all polynomials $p$.

Proof. Let $p$ be a non-constant polynomial. Let $\lambda \notin p\left(\sigma_{R}(a)\right)$. Write $p(z)-\lambda=$ $\beta \cdot\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}}$ where $n \geq 1$ and $\alpha_{1}, \ldots, \alpha_{n}, \beta \in \mathbb{C}, \beta \neq 0$. Thus

$$
p(a)-\lambda=\beta \cdot\left(a-\alpha_{1}\right)^{k_{1}} \cdots\left(a-\alpha_{n}\right)^{k_{n}} .
$$

By assumption, $\alpha_{i} \notin \sigma_{R}(a) \quad(i=1, \ldots, n)$. Thus $a-\alpha_{i} \in R$ and $\left(a-\alpha_{i}\right)^{k_{i}} \in R$. As in Theorem 4 we have $\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}} \in R$ and $p(a)-\lambda \in R$, i.e., $\lambda \notin \sigma_{R}(p(a))$. Thus $\sigma_{R}(p(a)) \subset p\left(\sigma_{R}(a)\right)$ for all non-constant polynomials.

Suppose that $\sigma_{R}(b) \neq \emptyset$ for all $b \in \mathcal{A}$. Let $p(z)=\lambda$ be a constant polynomial. Then

$$
\sigma_{R}(p(a))=\sigma_{R}\left(\lambda \cdot 1_{\mathcal{A}}\right)=\{\lambda\}=p\left(\sigma_{R}(a)\right)
$$

Theorem 19. Let $R \subset \mathcal{A}$ be an upper semiregularity. Suppose that $R$ satisfies the condition

$$
\begin{equation*}
b \in R \cap \operatorname{Inv}(\mathcal{A}) \Rightarrow b^{-1} \in R \tag{2}
\end{equation*}
$$

Then $\sigma_{R}(f(a)) \subset f\left(\sigma_{R}(a)\right)$ for all $a \in \mathcal{A}$ and all locally non-constant functions $f$ analytic on a neighbourhood of $\sigma(a) \cup \sigma_{R}(a)$.

Further, $\sigma_{R}(f(a)) \subset f\left(\sigma_{R}(a) \cup \sigma(a)\right)$ for all functions $f$ analytic on a neighbourhood of $\sigma_{R}(a) \cup \sigma(a)$.

Proof. Suppose first that $f$ is locally non-constant and suppose on the contrary that there is a $\lambda \in \sigma_{R}(f(a)) \backslash f\left(\sigma_{R}(a)\right)$. Then $f(a)-\lambda=q(a) g(a)$ where $q(a)=(z-$ $\left.\alpha_{1}\right)^{k_{1}} \cdots\left(a-\alpha_{n}\right)^{k_{n}}$ and $g$ is a function analytic and non-zero on a neighbourhood of $\sigma(a) \cup \sigma_{R}(a)$. By assumption, $f(a)-\lambda \notin R$ and $\alpha_{i} \notin \sigma_{R}(a)$, i.e., $a-\alpha_{i} \in R \quad(i=$ $1, \ldots, n)$. As in Theorem 4 we obtain that $q(a) \in R$. Further, there are a compact neighbourhood $V$ of $\sigma(a) \cup \sigma_{R}(a)$ and rational functions $\frac{p_{n}(z)}{q_{n}(z)}$ with poles outside $V$ such that $\frac{p_{n}(z)}{q_{n}(z)} \rightarrow g(z)$ uniformly on $V$. We can assume that the polynomials $p_{n}, q_{n}$ are non-constant and $p_{n}(z) \neq 0$ on $\sigma(a) \cup \sigma_{R}(a)$.

By Theorem 18, this means that $p_{n}(a) \in R, q_{n}(a) \in R$. By assumption, $q_{n}(a)^{-1} \in R$. Thus we have $p_{n}(a) q_{n}(a)^{-1} \in R$ and, by Lemma $13, g(a)=$ $\lim p_{n}(a) q_{n}(a)^{-1} \in R$. Since $q(a) \in R$ and $g(a) \in R \cap \operatorname{Inv}(\mathcal{A})$, we have $f(a)-\lambda \in R$, a contradiction.

Suppose now that $f$ is analytic on a neighbourhood of $\sigma(a) \cup \sigma_{R}(a)$ and $\lambda \in$ $\sigma_{R}(f(a)) \backslash\left(f\left(\sigma(a) \cup \sigma_{R}(a)\right)\right)$. Let $U$ be the domain of definition of $f, U=U_{1} \cup U_{2}$ where $U_{1}, U_{2}$ are disjoint open sets, $f \mid U_{1} \equiv \lambda$ and $f$ is not identically equal to $\lambda$ on any non-empty open subset of $U_{2}$. By assumption, $\left(\sigma_{R}(a) \cup \sigma(a)\right) \cap U_{1}=\emptyset$, so $U_{2}$ is an open neighbourhood of $\sigma(a) \cup \sigma_{R}(a)$. The proof proceeds as in the first part.

In many cases the inclusion $\sigma_{R}(f(a)) \subset f\left(\sigma_{R}(a)\right)$ is true for all analytic functions. By Theorem 19, this is true if $R$ satisfies (2) and $R \subset \operatorname{Inv}(\mathcal{A})$, i.e., $\sigma_{R}(a) \supset \sigma(a)$ for all $a$.

Another typical situation is described in the following theorem.
Theorem 20. Let $R \subset \mathcal{B}(X)$ be an upper semiregularity satisfying (2) such that
(i) if $T \in R$ and $F \in \mathcal{B}(X)$ is a finite rank operator commuting with $T$, then $T+F \in R$,
(ii) if $T \in \mathcal{B}(X), U_{1}, U_{2}$ are disjoint open sets, $\sigma(T) \subset U_{1} \cup U_{2}$ and $\sigma_{R}(T) \subset U_{2}$, then the spectral projection of $T$ corresponding to $U_{1}$ is of finite rank.

Then $\sigma_{R}\left(f(T) \subset f\left(\sigma_{R}(T)\right)\right.$ for all $T \in \mathcal{B}(X)$ and $f$ analytic on a neighbourhood of $\sigma(T) \cup \sigma_{R}(T)$.

Proof. Let $f$ be analytic on a neighbourhood of $\sigma(T) \cup \sigma_{R}(T)$ and suppose that there is $\lambda \in \sigma_{R}(f(T)) \backslash f\left(\sigma_{R}(T)\right)$. Let $U_{1}, U_{2}$ be disjoint open sets, $f \mid U_{1} \equiv \lambda$ and $f$ is not identically equal to $\lambda$ on any non-empty open subset of $U_{2}$. By assumption, $\sigma_{R}(T) \cap U_{1}=\emptyset$, so $\sigma_{R}(T) \subset U_{2}$. Let $h$ be defined by

$$
h(z)= \begin{cases}0 & \left(z \in U_{1}\right) \\ 1 & \left(z \in U_{2}\right)\end{cases}
$$

By (ii), $I-h(T)$ is a finite rank projection. We can write

$$
f(z)-\lambda=h(z)\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}} g(z)
$$

for some $\alpha_{1}, \ldots, \alpha_{n} \in \sigma(a) \cap U_{2}, g$ analytic on $U_{1} \cup U_{2}$ and $g(z) \neq 0 \quad(z \in \sigma(a))$. Set $q(z)=\left(z-\alpha_{1}\right)^{k_{1}} \cdots\left(z-\alpha_{n}\right)^{k_{n}}$.

We have $\alpha_{i} \notin \sigma_{R}(T)$, so $T-\alpha_{i} \in R$ and, as in Theorem $4, q(T) \in R$. As in Theorem 19 we get $g(T) \in R \cap \operatorname{Inv}(\mathcal{B}(X))$, and so $q(T) g(T) \in R$. By (i), $f(T)-\lambda=h(T) q(T) g(T) \in R$, a contradiction.

## Examples 21.

(i) Let $R$ be the principal component of $\operatorname{Inv}(\mathcal{A})$, i.e., the component of $\operatorname{Inv}(\mathcal{A})$ containing the unit. Then $R$ is an open semigroup and so an upper semiregularity. The corresponding spectrum is the exponential spectrum $\sigma_{\text {exp }}$ (the name is justified by the fact that $R=\left\{\exp \left(a_{1}\right) \cdots \exp \left(a_{n}\right): n \in \mathbb{N}, a_{1}, \ldots\right.$, $\left.a_{n} \in \mathcal{A}\right\}$ ).

By Theorems 17 and 19, $\sigma(a) \subset \sigma_{\exp }(a) \subset \widehat{\sigma}(a)$ and $\sigma_{\exp }(f(a)) \subset$ $f \sigma_{\text {exp }}(a)$ for each function $f$ analytic on a neighbourhood of $\sigma_{\text {exp }}(a)$.
(ii) Let $R=\{T \in \Phi(X)$ : ind $T=0\}$. Then $R$ is an open semigroup and thus an upper semiregularity. The corresponding spectrum is the Weyl spectrum (sometimes also called the Schechter spectrum) $\sigma_{W}(T)=\{\lambda \in \mathbb{C}: T-\lambda \notin$ $\Phi(X)$ or ind $T \neq 0\}$. By Theorem 19.7, $\sigma_{W}(T)=\bigcap \sigma(T+K)$ where the intersection is taken over the set of all compact operators $K$. By Theorem 20, we have $\sigma_{W}(f(T)) \subset f\left(\sigma_{W}(T)\right)$ for each function $f$ analytic on a neighbourhood of $\sigma(T)$.

In fact, the Weyl spectrum is closely related to the exponential spectrum. It is easy to see that $T$ is a Fredholm operator with ind $T=0$ if and only if $T$ lies in the principal component of $\Phi(X)$.
(iii) More generally, let $J$ be a closed two-sided ideal in a Banach algebra $\mathcal{A}$ and $R=\{a+b: a \in \operatorname{Inv}(\mathcal{A}), b \in J\}$. It is easy to check that $R$ is a semigroup containing $\operatorname{Inv}(\mathcal{A})$, and so an upper semiregularity.
(iv) Let $\mathcal{A}=\mathcal{B}(X)$. Then the sets

$$
\begin{aligned}
& \Phi_{+}^{-}(X)=\left\{T \in \Phi_{+}(X): \text { ind } T \leq 0\right\} \quad \text { and } \\
& \Phi_{-}^{+}(X)=\left\{T \in \Phi_{-}(X): \operatorname{ind} T \geq 0\right\}
\end{aligned}
$$

are upper semiregularities. The corresponding spectra $\sigma_{\Phi_{+}^{-}}$and $\sigma_{\Phi_{-}^{+}}$satisfy

$$
\begin{aligned}
& \sigma_{\Phi_{+}^{-}}(T)=\bigcap\left\{\sigma_{\pi}(T+K): K \text { compact }\right\}, \\
& \sigma_{\Phi_{-}^{+}}(T)=\bigcap\left\{\sigma_{\delta}(T+K): K \text { compact }\right\}
\end{aligned}
$$

and the one-way spectral mapping theorem for all analytic functions, cf. Theorem 20.

## Closed-range spectrum

Most of the classes of "nice" operators require that the operators have closed ranges. Thus it is natural to consider the closed-range spectrum of an operator $T \in \mathcal{B}(X)$ defined by

$$
\sigma_{c r}(T)=\{\lambda \in \mathbb{C}: \operatorname{Ran}(T-\lambda) \text { is not closed }\}
$$

This spectrum is sometimes called the Goldberg spectrum. However, the closedrange spectrum has not good properties. For example, it is possible that $\operatorname{Ran} T$ is closed but $\operatorname{Ran} T^{2}$ is not. Conversely, it is also possible that $\operatorname{Ran} T^{2}$ is closed but $\operatorname{Ran} T$ is not. In particular, operators with closed range are not a semiregularity.

In fact it is possible to construct the following extreme example:
Example 22. Let $M \subset \mathbb{N}$ be any subset. Then there exists an operator $T$ acting on a separable Hilbert space $H$ such that $\operatorname{Ran} T^{n}$ is closed if and only if $n \in M$.

Construction: If $M=\mathbb{N}$, then the statement is clear (take for example $T=I$ ). So we may assume that $M \neq \mathbb{N}$.

Let $K$ be a separable infinite-dimensional Hilbert space and fix an operator $V \in \mathcal{B}(K)$ with $\|V\|=1$ and $\operatorname{Ran} V$ non-closed (for example, let $V=$ $\operatorname{diag}(1,1 / 2,1 / 3, \ldots))$.

Let $m \in \mathbb{N}$. We construct an operator $T_{m}$ such that $\left\|T_{m}\right\| \leq 2, \gamma\left(T_{m}^{j}\right)=1$ for $1 \leq j \leq m-1, \operatorname{Ran} T_{m}^{m}$ is not closed and $T_{m}^{m+1}=0$.

Set $H_{m}=\bigoplus_{i=-m+1}^{m} K$. The operator $T_{m} \in \mathcal{B}\left(H_{m}\right)$ will be defined by

$$
\begin{aligned}
& T_{m}\left(x_{-m+1}, x_{-m+2}, \ldots, x_{-1}, x_{0}, x_{1}, \ldots, x_{m}\right) \\
& \quad=\left(0, x_{-m+1}, x_{-m+2}, \ldots, x_{-2}, x_{-1}+V x_{1}, x_{2}, \ldots, x_{m}, 0\right)
\end{aligned}
$$

Clearly $\left\|T_{m}\right\| \leq 2$ and $T_{m}^{m+1}=0$.
For $1 \leq j \leq m-1$ we have

$$
\operatorname{Ran} T_{m}^{j}=\underbrace{0 \oplus \cdots \oplus 0}_{j} \oplus \underbrace{K \oplus \cdots \oplus K}_{2 m-2 j} \oplus \underbrace{0 \oplus \cdots \oplus 0}_{j} .
$$

Thus $\operatorname{Ran} T_{m}^{j}$ is closed for $j=1, \ldots, m-1$. It is easy to see that $\gamma\left(T_{m}^{j}\right)=1$.

Further,

$$
\operatorname{Ran} T_{m}^{m}=\underbrace{0 \oplus \cdots \oplus 0}_{m-1} \oplus \operatorname{Ran} V \oplus \underbrace{0 \oplus \cdots \oplus 0}_{m}
$$

and so $\operatorname{Ran} T_{m}^{m}$ is not closed.
Set now $H=\bigoplus_{m \in \mathbb{N} \backslash M} H_{m}$ and $T=\bigoplus_{m \in \mathbb{N} \backslash M} T_{m}$. Then

$$
\operatorname{Ran} T^{j}=\bigoplus_{m \in \mathbb{N} \backslash M} \operatorname{Ran} T_{m}^{j}
$$

for each $j$. Consequently, $\operatorname{Ran} T^{j}$ is closed if and only if $m \in M$.
Note that the Kato spectrum, which has very nice spectral properties, is not too far from the closed-range spectrum. Clearly $\sigma_{c r}(T) \subset \sigma_{K}(T)$ and, by Theorem 12.13, $\sigma_{K}(T) \backslash \sigma_{c r}(T)$ is at most countable. Thus the Kato spectrum can be considered as a nice completion of the closed-range spectrum.

## Generalized spectrum

Another type of spectrum considered in literature is the generalized spectrum, $\sigma_{g}(T)=\{\lambda \in \mathbb{C}: T-\lambda$ has not a generalized inverse $\}$.

For operators on Hilbert spaces, the generalized spectrum coincides with the closed range spectrum. Therefore the last example is also valid for the generalized spectrum.

## 24 Measures of non-compactness and other operator quantities

The basic operator quantities connected with an operator $T \in \mathcal{B}(X)$ are the norm, the injectivity modulus $j(T)$ and the surjectivity modulus $k(T)$.

In this section we study various essential versions of these quantities.
We start with the Hausdorff measure of non-compactness:
Definition 1. Let $\Omega$ be a bounded subset of a Banach space $X$. The Hausdorff measure of non-compactness of $\Omega$ is defined by

$$
q_{X}(\Omega)=\inf \left\{\varepsilon>0: \text { there exists a finite set } F \subset X \text { such that } \Omega \subset F+\varepsilon B_{X}\right\}
$$

If no confusion can arise, then we write simply $q(\Omega)$ instead of $q_{X}(\Omega)$.
For sequences this definition coincides with the norm in the space $\tilde{X}$, see Section 17.

Proposition 2. Let $\Omega, \Psi$ be bounded subsets of $X$, let $c>0$. Then:
(i) $q(\bar{\Omega})=q(\Omega)$;
(ii) $q(\Omega)=0 \Leftrightarrow \bar{\Omega}$ is compact;
(iii) if $\Omega \subset \Psi$, then $q(\Omega) \leq q(\Psi)$;
(iv) $q(c \Omega)=c q(\Omega)$;
(v) $q(\Omega+\Psi) \leq q(\Omega)+q(\Psi)$.

Proof. (v): Let $\delta>0$. There are finite subsets $F, F^{\prime} \subset X$ such that $\Omega \subset F+(q(\Omega)+$ $\delta) B_{X}$ and $\Psi \subset F^{\prime}+(q(\Psi)+\delta) B_{X}$. Thus $\Omega+\Psi \subset\left(F+F^{\prime}\right)+(q(\Omega)+q(\Psi)+2 \delta) B_{X}$ and $q(\Omega+\Psi) \leq q(\Omega)+q(\Psi)+2 \delta$. Letting $\delta \rightarrow 0$ yields $(\mathrm{v})$.

The remaining statements are straightforward.
Proposition 3. Let $X$ be a closed subspace of a Banach space $Y$ and let $\Omega \subset X$ be a bounded set. Then $q_{Y}(\Omega) \leq q_{X}(\Omega) \leq 2 q_{Y}(\Omega)$.

Proof. The first inequality is clear.
Let $s>q_{Y}(\Omega)$ and let $F \subset Y$ be a finite set such that $\Omega \subset F+s B_{Y}$. We can assume that $F$ is a minimal set with this property. So for each $f \in F$ there is an $x_{f} \in \Omega$ with $\left\|f-x_{f}\right\| \leq s$. Set $F^{\prime}=\left\{x_{f}: f \in F\right\}$. Clearly, $F^{\prime}$ is a finite subset of $X$. Let $x \in \Omega$ and let $f \in F$ satisfy $\|x-f\| \leq s$. Then

$$
\operatorname{dist}\left\{x, F^{\prime}\right\} \leq\left\|x-x_{f}\right\| \leq\|x-f\|+\left\|f-x_{f}\right\| \leq 2 s
$$

Thus $q_{X}(\Omega) \leq 2 s$. Letting $s \rightarrow q_{Y}(\Omega)$ yields $q_{X}(\Omega) \leq 2 q_{Y}(\Omega)$.
Later we give an example that the estimates given in Proposition 3 are the best possible.

Proposition 4. If $X$ is an infinite-dimensional Banach space, then $q\left(B_{X}\right)=1$.
Proof. Clearly, $q\left(B_{X}\right) \leq 1$. Suppose on the contrary that $q\left(B_{X}\right)<s<1$. Then there exists a finite set $F \subset X$ such that $B_{X} \subset F+s B_{X}$. Thus $B_{X} \subset F+s(F+$ $\left.s B_{X}\right) \subset(F+s F)+s^{2} B_{X}$, and so $q\left(B_{X}\right) \leq s^{2}$. Since $s>q\left(B_{X}\right)$ was arbitrary, we have $q\left(B_{X}\right) \leq\left(q\left(B_{X}\right)\right)^{2}$. Hence $q\left(B_{X}\right)=0$, and so $B_{X}$ is compact, a contradiction with the assumption that $\operatorname{dim} X=\infty$.

Proposition 5. Let $\Omega \subset X$ be a bounded set. Then

$$
\sup \{q(C): C \subset \Omega, C \text { countable }\} \geq \frac{1}{2} q(\Omega)
$$

Proof. Let $r<q(\Omega)$. Choose $x_{1} \in \Omega$ arbitrarily. Since $\left\{x_{1}\right\}+r B_{X} \not \supset \Omega$, there exists $x_{2} \in \Omega$ such that $\left\|x_{2}-x_{1}\right\|>r$. We can construct inductively a sequence $x_{1}, x_{2}, \ldots$ of points of $\Omega$ such that $\left\|x_{i}-x_{j}\right\|>r$ for all $i, j \in \mathbb{N}, i \neq j$. Set $C=\left\{x_{1}, x_{2}, \ldots\right\}$. Since every closed ball of radius $r / 2$ contains at most one point of $C, C$ can not be covered by a finite number of closed balls of radius $r / 2$. Hence $q(C) \geq r / 2$.

Example 6. Let $I$ be an uncountable set and let

$$
X=\{f: I \rightarrow \mathbb{C}: \operatorname{supp} f \text { countable, sup }|f(i)|<\infty\}
$$

Clearly, $X$ with the sup-norm is a Banach space. Let $\Omega=\left\{e_{i}: i \in I\right\}$. Then $q(\Omega)=1$ and $q(C)=1 / 2$ for each countable subset $C \subset \Omega$. Thus the estimate in Proposition 5 is the best possible.

Let $Y$ be the Banach space of all bounded functions $f: I \rightarrow \mathbb{C}$ with the supnorm. Let $y \in Y$ be the constant function $y(i)=1 / 2 \quad(i \in I)$. Then $\|\omega-y\|=1 / 2$ for all $\omega \in \Omega$; so $q_{Y}(\Omega)=1 / 2=1 / 2 q_{X}(\Omega)$. Thus the estimate in Proposition 3 is also the best possible.

Let $M$ be a closed subspace of $X$. Denote by $J_{M}$ the natural embedding $J_{M}: M \rightarrow X$ and by $Q_{M}: X \rightarrow X / M$ the canonical projection.
Definition 7. Let $T \in \mathcal{B}(X, Y)$. We consider the following quantities:

$$
\begin{aligned}
& \|T\|_{e}=\inf \{\|T+K\|: K \in \mathcal{K}(X, Y)\} \\
& \|\tilde{T}\| ; \\
& \|T\|_{\mu}=\inf \left\{\left\|T J_{M}\right\|: M \subset X, \operatorname{codim} M<\infty\right\} \\
& \|T\|_{q}=\inf \left\{\left\|Q_{N} T\right\|: N \subset Y, \operatorname{dim} N<\infty\right\}
\end{aligned}
$$

(where $\tilde{T}$ is the operator acting in $\ell^{\infty} / m(X)$ which was studied in Section 17 ).
It is easy to see that all these quantities are seminorms.
The first quantity $\|T\|_{e}=\operatorname{dist}\{T, \mathcal{K}(X, Y)\}$ is the essential norm of $T$. Clearly, $\|T\|_{e}=0$ if and only if $T$ is compact. Also, $\|\tilde{T}\|=0 \Leftrightarrow T$ is compact $\Leftrightarrow$ $\|T\|_{\mu}=0$ by Lemma 17.3 and Theorem 15.5. It will be shown later that the latter three seminorms are equivalent. Thus, in particular, $\|T\|_{q}=0 \Leftrightarrow T$ is compact.

From this reason the quantities defined in Definition 7 are usually called measures of non-compactness.

The first result gives the connection with the Hausdorff measure of noncompactness:

Proposition 8. Let $T \in \mathcal{B}(X, Y)$. Then $\|T\|_{q}=q\left(T B_{X}\right)$.
Proof. Let $\varepsilon>0$ and let $F \subset Y$ be a finite set such that $\operatorname{dist}\{T x, F\} \leq q\left(T B_{X}\right)+$ $\varepsilon \quad\left(x \in B_{X}\right)$. Let $N$ be the subspace of $Y$ spanned by $F$. Then

$$
\left\|Q_{N} T\right\|=\sup _{\substack{x \in X \\\|x\|=1}} \inf _{u \in N}\|T x+u\| \leq \sup _{\substack{x \in X \\\|x\|=1}} \operatorname{dist}\{T x, F\} \leq q\left(T B_{X}\right)+\varepsilon
$$

Thus $\|T\|_{q} \leq q\left(T B_{X}\right)+\varepsilon$, and letting $\varepsilon \rightarrow 0$ yields $\|T\|_{q} \leq q\left(T B_{X}\right)$.
Conversely, let $\varepsilon>0$ and let $N$ be a finite-dimensional subspace of $Y$. Let $F$ be a finite $\varepsilon$-net in the ball in $N$ with radius $\left\|Q_{N} T\right\|+\varepsilon+\|T\|$. Let $x \in B_{X}$ and $y=T x$. Then $\left\|Q_{N} y\right\|=\left\|Q_{N} T x\right\| \leq\left\|Q_{N} T\right\|$, and so there exists $u \in N$ with $\|y-u\| \leq\left\|Q_{N} T\right\|+\varepsilon$. Clearly, $\|u\| \leq\|y-u\|+\|y\| \leq\left\|Q_{N} T\right\|+\varepsilon+\|T\|$, and so there exists $y^{\prime} \in F$ with $\left\|y^{\prime}-u\right\| \leq \varepsilon$. Thus $\left\|y-y^{\prime}\right\| \leq\|y-u\|+\left\|u-y^{\prime}\right\| \leq\left\|Q_{N} T\right\|+2 \varepsilon$. Hence $q\left(T B_{X}\right) \leq\left\|Q_{N} T\right\|+2 \varepsilon$. Since $\varepsilon$ and $N$ were arbitrary, we conclude that $q\left(T B_{X}\right) \leq\|T\|_{q}$.

Proposition 9. Let $T \in \mathcal{B}(X, Y)$. Then

$$
\|\tilde{T}\|=\sup \left\{q(C): C \subset T B_{X}, C \text { countable }\right\}
$$

Consequently, $\|\tilde{T}\| \leq\|T\|_{q} \leq 2\|\tilde{T}\|$.
Proof. By definition, $\|\tilde{T}\|=\sup \{q(T C): C \subset X, C$ countable,$q(C)<1\} \geq$ $\sup \left\{q(T C): C \subset B_{X}, C\right.$ countable $\}$.

On the other hand, if $C=\left\{x_{1}, x_{2}, \ldots\right\}$ is a countable subset of $X$ with $q(C)<1$, then there are a sequence $C^{\prime}=\left\{x_{i}^{\prime}\right\} \subset B_{X}$ and a finite set $F \subset X$ such that $x_{i}-x_{i}^{\prime} \in F$ for all $i$. Thus $q(T C) \subset q\left(T C^{\prime}+T F\right)=q\left(T C^{\prime}\right)$ and we have the equality $\|\tilde{T}\|=\sup \left\{q(C): C \subset T B_{X}, C\right.$ countable $\}$.

The second statement follows from Proposition 5.
Theorem 10. Let $T \in \mathcal{B}(X, Y)$. Then:
(i) $\left\|T^{*}\right\|_{q}=\|T\|_{\mu}$;
(ii) $\left\|T^{*}\right\|_{\mu} \leq\|T\|_{q} \leq 2\left\|T^{*}\right\|_{\mu}$.

Proof. We have

$$
\begin{aligned}
\|T\|_{\mu} & =\inf \left\{\left\|T J_{M}\right\|: M \subset X, \operatorname{codim} M<\infty\right\} \\
& =\inf \left\{\left\|J_{M}^{*} T^{*}\right\|: M \subset X, \operatorname{codim} M<\infty\right\} \\
& =\inf \left\{\left\|Q_{M^{\perp}} T^{*}\right\|: M \subset X, \operatorname{codim} M<\infty\right\} \\
& \geq \inf \left\{\left\|Q_{N} T^{*}\right\|: N \subset X^{*}, \operatorname{dim} N<\infty\right\}=\left\|T^{*}\right\|_{q}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\|T\|_{q} & =\inf \left\{\left\|Q_{N} T\right\|: N \subset Y, \operatorname{dim} N<\infty\right\} \\
& =\inf \left\{\left\|T^{*} J_{N^{\perp}}\right\|: N \subset Y, \operatorname{dim} N<\infty\right\} \\
& \geq \inf \left\{\left\|T^{*} J_{L}\right\|: L \subset Y^{*}, \operatorname{codim} L<\infty\right\}=\left\|T^{*}\right\|_{\mu}
\end{aligned}
$$

Further, $\|T\|_{\mu} \geq\left\|T^{*}\right\|_{q} \geq\left\|T^{* *}\right\|_{\mu}$. If $M^{\prime \prime} \subset X^{* *}$ and $\operatorname{codim} M^{\prime \prime}<\infty$, then $M^{\prime \prime} \cap X$ is a subspace of finite codimension in $X$ and

$$
\begin{aligned}
\left\|T^{* *}\right\|_{\mu} & =\inf \left\{\left\|T^{* *} J_{M^{\prime \prime}}\right\|: M^{\prime \prime} \subset X^{* *}, \operatorname{codim} M^{\prime \prime}<\infty\right\} \\
& \geq \inf \left\{\left\|T J_{M^{\prime \prime} \cap X}\right\|: M^{\prime \prime} \subset X^{* *}, \operatorname{codim} M^{\prime \prime}<\infty\right\} \geq\|T\|_{\mu}
\end{aligned}
$$

Thus $\left\|T^{*}\right\|_{q}=\|T\|_{\mu}$.
Finally,

$$
\left\|T^{*}\right\|_{\mu}=\left\|T^{* *}\right\|_{q}=q_{Y^{* *}}\left(T^{* *} B_{X^{* *}}\right) \geq q_{Y^{* *}}\left(T B_{X}\right) \geq \frac{1}{2} q_{Y}\left(T B_{X}\right)=\frac{1}{2}\|T\|_{q}
$$

Theorem 11. Let $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$. Then $\|S T\|_{q} \leq\|S\|_{q} \cdot\|T\|_{q}$ and $\|S T\|_{\mu} \leq\|S\|_{\mu} \cdot\|T\|_{\mu}$.

Proof. Let $\varepsilon>0$ and let $F_{Y} \subset Y, F_{Z} \subset Z$ be finite sets satisfying $T B_{X} \subset F_{Y}+$ $\left(\|T\|_{q}+\varepsilon\right) B_{Y}, S B_{Y} \subset F_{Z}+\left(\|S\|_{q}+\varepsilon\right) B_{Z}$. Then

$$
S T B_{X} \subset S\left(F_{Y}+\left(\|T\|_{q}+\varepsilon\right) B_{Y}\right) \subset S F_{Z}+\left(\|T\|_{q}+\varepsilon\right)\left(F_{Z}+\left(\|S\|_{q}+\varepsilon\right) B_{Z}\right)
$$

Thus $\|S T\|_{q} \leq\left(\|T\|_{q}+\varepsilon\right)\left(\|S\|_{q}+\varepsilon\right)$. Letting $\varepsilon \rightarrow 0$ gives $\|S T\|_{q} \leq\|S\|_{q}\|T\|_{q}$.
Further,

$$
\|S T\|_{\mu}=\left\|T^{*} S^{*}\right\|_{q} \leq\left\|T^{*}\right\|_{q}\left\|S^{*}\right\|_{q}=\|S\|_{\mu}\|T\|_{\mu}
$$

Theorem 12. Let $T \in \mathcal{B}(X, Y)$. Then $\|T\|_{q} \leq 2\|T\|_{\mu} \leq 4\|T\|_{q}$.
Proof. $\|T\|_{q} \leq 2\|T\|_{\mu}$ : Let $\varepsilon>0$ and let $M \subset X$ be a closed subspace of finite codimension such that $\left\|T J_{M}\right\| \leq\|T\|_{\mu}+\varepsilon$. Let $P$ be a projection onto $M$.

Since $I-P$ is compact, there exists a finite set $F \subset B_{X}$ such that

$$
\begin{equation*}
\min \left\{\left\|(I-P)\left(x-x_{0}\right)\right\|: x_{0} \in F\right\} \leq \varepsilon \tag{1}
\end{equation*}
$$

for every $x \in B_{X}$. Let $x \in B_{X}$ and find $x_{0} \in F$ satisfying (1). We have

$$
\left\|P\left(x-x_{0}\right)\right\| \leq\left\|x-x_{0}\right\|+\left\|(I-P)\left(x-x_{0}\right)\right\| \leq\left\|x-x_{0}\right\|+\varepsilon \leq 2+\varepsilon
$$

and

$$
\begin{aligned}
\left\|T\left(x-x_{0}\right)\right\| & \leq\left\|T P\left(x-x_{0}\right)\right\|+\left\|T(I-P)\left(x-x_{0}\right)\right\| \\
& \leq\left(\|T\|_{\mu}+\varepsilon\right) \cdot\left\|P\left(x-x_{0}\right)\right\|+\|T\| \cdot \varepsilon \\
& \leq\|T\| \cdot \varepsilon+\left(\|T\|_{\mu}+\varepsilon\right)(2+\varepsilon) .
\end{aligned}
$$

Thus $\operatorname{dist}\left\{T B_{X}, T F\right\} \leq 2\|T\|_{\mu}+\varepsilon\left(\|T\|+\|T\|_{\mu}+2+\varepsilon\right)$. Letting $\varepsilon \rightarrow 0$ gives $\|T\|_{q}=q\left(T B_{X}\right) \leq 2\|T\|_{\mu}$.
$\|T\|_{\mu} \leq 2\|T\|_{q}$ : By Theorem 10 and the preceding inequality, we have

$$
\|T\|_{\mu}=\left\|T^{*}\right\|_{q} \leq 2\left\|T^{*}\right\|_{\mu} \leq 2\|T\|_{q} .
$$

The essential versions of the injectivity modulus of an operator $T \in \mathcal{B}(X, Y)$ are:

$$
\begin{aligned}
& j_{e}(T)=\sup \{j(T+K): K \in \mathcal{K}(X, Y)\} \\
& j(\tilde{T}) ; \\
& j_{\mu}(T)=\sup \left\{j\left(T J_{M}\right): M \subset X, \operatorname{codim} M<\infty\right\}
\end{aligned}
$$

The first two quantities do not depend on compact perturbations. The same is true for $j_{\mu}$ :

Lemma 13. Let $T, K \in \mathcal{B}(X, Y)$ and let $K$ be compact. Then $j_{\mu}(T+K)=j_{\mu}(T)$.

Proof. Let $\varepsilon>0$ and let $M \subset X$ be a closed subspace of finite codimension such that $j\left(T J_{M}\right)>j_{\mu}(T)-\varepsilon$. By Theorem 15.5 , there exists a closed subspace $M^{\prime} \subset X$ of finite codimension such that $\left\|K J_{M^{\prime}}\right\| \leq \varepsilon$. Thus

$$
j\left((T+K) J_{M \cap M^{\prime}}\right) \geq j\left(T J_{M \cap M^{\prime}}\right)-\left\|K J_{M \cap M^{\prime}}\right\| \geq j_{\mu}(T)-2 \varepsilon
$$

Letting $\varepsilon \rightarrow 0$ yields $j_{\mu}(T+K) \geq j_{\mu}(T)$ and the opposite inequality follows by symmetry.
Theorem 14. Let $T \in \mathcal{B}(X, Y)$. Then

$$
j(T) \leq j_{e}(T) \leq j_{\mu}(T) \leq 2 j(\tilde{T}) \leq 4 j_{\mu}(T)
$$

Proof. $j(T) \leq j_{e}(T)$ : Clear.
$j_{e}(T) \leq j_{\mu}(T)$ : For every $K \in \mathcal{K}(X, Y)$ we have $j(T+K) \leq j_{\mu}(T+K)=$ $j_{\mu}(T)$, and so $j_{e}(T) \leq j_{\mu}(T)$.
$j_{\mu}(T) \leq 2 j(\tilde{T}):$ Let $M \subset X$ be a closed subspace of finite codimension. Then $\widetilde{J_{M}}: \tilde{M} \rightarrow \tilde{X}$ is bounded below and onto, and so, by Theorem $17.5, j\left(T J_{M}\right) \leq$ $2 j\left(\tilde{T} \widetilde{J_{M}}\right) \leq 2 j(\tilde{T})\left\|\widetilde{J_{M}}\right\| \leq 2 j(\tilde{T})$.
$j(\tilde{T}) \leq 2 j_{\mu}(T):$ Let $s>j_{\mu}(T)$. Then for every closed subspace $M \subset X$ with $\operatorname{codim} M<\infty$ there exists $x \in M$ with $\|x\|=1$ and $\|T x\|<s$. Choose $x_{1} \in X$ with $\left\|x_{1}\right\|=1$ and $\left\|T x_{1}\right\|<s$. Let $x_{1}^{*} \in X^{*}$ be a functional satisfying $\left\|x_{1}^{*}\right\|=$ $1=\left\langle x_{1}, x_{1}^{*}\right\rangle$ and set $M_{1}=\operatorname{Ker} x_{1}^{*}$. Clearly, $\operatorname{codim} M_{1}=1<\infty$, so there exists $x_{2} \in M_{1}$ with $\left\|x_{2}\right\|=1$ and $\left\|T x_{2}\right\|<s$. Further, $\left\|x_{2}-x_{1}\right\| \geq\left|\left\langle x_{1}-x_{2}, x_{1}^{*}\right\rangle\right|=1$. We can construct inductively a sequence $\left\{x_{1}, x_{2}, \ldots\right\} \subset X$ such that $\left\|x_{i}\right\|=1$, $\left\|T x_{i}\right\|<s \quad(i \in \mathbb{N})$ and $\left\|x_{i}-x_{j}\right\| \geq 1 \quad(i \neq j)$. Let $\tilde{x}=\left(x_{i}\right) \in \tilde{X}$. It is easy to see that $q(\tilde{x}) \geq 1 / 2$ and $q(\tilde{T} \tilde{x})=q\left(\left(T x_{i}\right)\right) \leq s$. Thus $j(\tilde{T}) \leq 2 s$. Since $s>j_{\mu}(T)$ was arbitrary, we have $j(\tilde{T}) \leq 2 j_{\mu}(T)$.

Theorem 15. Let $T \in \mathcal{B}(X, Y)$. Then:
(i) $j_{\mu}(T)>0 \Leftrightarrow j(\tilde{T})>0 \Leftrightarrow T$ is upper semi-Fredholm;
(ii) $j_{e}(T)>0 \Leftrightarrow T$ is upper semi-Fredholm and ind $T \leq 0$.

Proof. (i) The first equivalence follows from Theorem 14. The second one was proved in Theorem 17.9.
(ii) Clearly, $j_{e}(T)>0$ if and only if $T$ can be written as $T=S+K$ where $S$ is bounded below and $K$ is compact. By Theorem 19.6, this is equivalent to the condition that $T$ is upper semi-Fredholm and ind $T \leq 0$.

Theorem 16. The quantities $j_{e}, j(\stackrel{\sim}{*})$ and $j_{\mu}$ are supermultiplicative, i.e., $j_{e}(S T) \geq$ $j_{e}(S) j_{e}(T), j(\widetilde{S T}) \geq j(\tilde{S}) j(\tilde{T})$ and $j_{\mu}(S T) \geq j_{\mu}(S) \cdot j_{\mu}(T)$ for all $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$.
Proof. The first two statements follow immediately from the supermultiplicativity of the injectivity modulus $j$.

To prove the third inequality, let $M \subset X$ and $L \subset Y$ be closed subspaces of finite codimension. Set $M^{\prime}=M \cap T^{-1} L$. Then codim $M^{\prime}<\infty$ and

$$
j\left(S T J_{M^{\prime}}\right) \geq j\left(T J_{M}\right) \cdot j\left(S J_{L}\right)
$$

Since $M$ and $L$ were arbitrary, we have $j_{\mu}(S T) \geq j_{\mu}(S) \cdot j_{\mu}(T)$.
The essential versions of the surjectivity modulus of an operator $T \in \mathcal{B}(X, Y)$ are:

$$
\begin{aligned}
& k_{e}(T)=\sup \{k(T+K): T \in \mathcal{K}(X, Y)\} \\
& k(\tilde{T}) \\
& k_{q}(T)=\sup \left\{k\left(Q_{N} T\right): N \subset Y, \operatorname{dim} N<\infty\right\}
\end{aligned}
$$

It is easy to see that the first two quantities are supermultiplicative and do not depend on compact perturbations. The same is true for $k_{q}$.

## Proposition 17.

(i) If $T \in \mathcal{B}(X, Y)$ and $K \in \mathcal{K}(X, Y)$, then $k_{q}(T+K)=k_{q}(T)$.
(ii) If $T \in \mathcal{B}(X, Y)$ and $S \in \mathcal{B}(Y, Z)$, then $k_{q}(S T) \geq k_{q}(S) k_{q}(T)$.

Proof. (i) Let $\varepsilon>0$. Let $F \subset Y$ be a finite set such that $\operatorname{dist}\{K x, F\} \leq \varepsilon$ for all $x \in B_{X}$. Let $N$ be the subspace generated by $F$. Then $\left\|Q_{n} K\right\| \leq \varepsilon$ and

$$
\begin{aligned}
k_{q}(T+K) & =\sup \left\{k\left(Q_{N^{\prime}}(T+K)\right): N^{\prime} \subset N \subset Y, \operatorname{dim} N^{\prime}<\infty\right\} \\
& \geq \sup \left\{k\left(Q_{N^{\prime}} T\right)-\left\|Q_{N^{\prime}} K\right\|: N^{\prime} \subset N \subset Y, \operatorname{dim} N^{\prime}<\infty\right\} \geq k_{q}(T)-\varepsilon .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ gives $k_{q}(T+K) \leq k_{q}(T)$ and the second inequality follows by symmetry.
(ii) Let $N \subset Y$ and $N^{\prime} \subset Z$ be finite-dimensional subspaces. Then

$$
\begin{aligned}
k_{q}(S T) & =\sup \left\{k\left(Q_{F} S T\right): F \subset Z, \operatorname{dim} F<\infty\right\} \\
& =\sup \left\{j\left(T^{*} S^{*} J_{M}\right): M \subset N^{\prime} \perp \cap S^{*-1}\left(N^{\perp}\right), \operatorname{codim} M<\infty\right\} \\
& \geq j\left(T^{*} J_{N^{\perp}} S^{*} J_{N^{\prime} \perp}\right) \geq j\left(T^{*} J_{N^{\perp}}\right) j\left(S^{*} J_{N^{\prime} \perp}\right)=k\left(Q_{N} T\right) k\left(Q_{N^{\prime}} S\right) .
\end{aligned}
$$

Taking the supremum over all $N$ and $N^{\prime}$, we obtain the required inequality.
Theorem 18. Let $T \in \mathcal{B}(X, Y)$. Then

$$
k(T) \leq k_{e}(T) \leq k_{q}(T) \leq k(\tilde{T}) \leq 2 k_{q}(T)
$$

Proof. $k(T) \leq k_{e}(T)$ : Clear.
$k_{e}(T) \leq k_{q}(T)$ : For every compact operator $K: X \rightarrow Y$ we have $k(T+K) \leq$ $k_{q}(T+K)=k_{q}(T)$, and so $k_{e}(T) \leq k_{q}(T)$.
$k_{q}(T) \leq k(\tilde{T}):$ Let $N \subset Y, \operatorname{dim} N<\infty$. Then $\widetilde{Q_{N}}: \tilde{Y} \rightarrow \widetilde{Y / N}$ is an isometry onto $\widetilde{Y / N}$, by Lemma 17.5, and so $k\left(Q_{N} T\right) \leq k\left(\widetilde{Q_{N}} \tilde{T}\right)=k(\tilde{T})$.
$k(\tilde{T}) \leq 2 k_{q}(T)$ : Let $\varepsilon>0$ and let $s$ be a number satisfying $k_{q}(T)<s$. Let $N \subset Y$ be a finite-dimensional subspace. Then $k\left(Q_{N} T\right)<s$ or, equivalently, $j\left(T^{*} J_{N^{\perp}}\right)<s$.

Find $y_{1}^{*} \in Y^{*}$ such that $\left\|y_{1}^{*}\right\|=1$ and $\left\|T^{*} y_{1}^{*}\right\|<s$. Choose $y_{1} \in Y$ such that $\left\|y_{1}\right\|=1$ and $\left\langle y_{1}, y_{1}^{*}\right\rangle>1-\varepsilon$. We construct inductively vectors $y_{i}^{*} \in$ $\left\{y_{1}, \ldots, y_{i-1}\right\}^{\perp}$ and $y_{i} \in Y$ such that $\left\|y_{i}^{*}\right\|=1=\left\|y_{i}\right\|,\left\|T^{*} y_{i}^{*}\right\|<s$ and $\left\langle y_{i}, y_{i}^{*}\right\rangle>$ $1-\varepsilon$ for all $i \in \mathbb{N}$. Set $\tilde{y}=\left(y_{i}\right)$. Clearly, $q(\tilde{y}) \leq 1$. Let $\tilde{x}=\left(x_{i}\right) \in \tilde{X}$ satisfy $\tilde{T} \tilde{x}=\tilde{y}$. Thus there exists a totally bounded sequence $\left(u_{i}\right) \in \ell^{\infty}(Y)$ such that $T x_{i}-u_{i}=y_{i} \quad(i \in \mathbb{N})$. Passing to a subsequence if necessary, we can assume that the sequence $\left(u_{i}\right)$ is convergent, and so $\left\|u_{i}-u_{j}\right\|<\varepsilon$ for all $i, j$ sufficiently large. For $i>j$ we have

$$
\left\|x_{i}-x_{j}\right\| \geq \frac{\left|\left\langle x_{i}-x_{j}, T^{*} y_{i}^{*}\right\rangle\right|}{\left\|T^{*} y_{i}^{*}\right\|} \geq s^{-1} \cdot\left|\left\langle y_{i}-y_{j}, y_{i}^{*}\right\rangle+\left\langle u_{i}-u_{j}, y_{i}^{*}\right\rangle\right| \geq \frac{1-2 \varepsilon}{s}
$$

and $q(\tilde{x}) \geq \frac{1-2 \varepsilon}{2 s}$. Consequently, $k(\tilde{T}) \leq \frac{2 s}{1-2 \varepsilon}$. Letting $\varepsilon \rightarrow 0$ and $s \rightarrow k_{q}(T)$ yields $k(\tilde{T}) \leq 2 k_{q}(T)$.
Theorem 19. Let $T \in \mathcal{B}(X, Y)$. Then:
(i) $k_{q}(T)>0 \Leftrightarrow k(\tilde{T})>0 \Leftrightarrow T$ is lower semi-Fredholm;
(ii) $k_{e}(T)>0 \Leftrightarrow T$ is lower semi-Fredholm and ind $T \geq 0$.

Proof. (i) The first equivalence follows from the preceding theorem. The second one was proved in Theorem 17.6.
(ii) Clearly, $k_{e}(T)>0$ if and only if $T$ can be written as $T=S+K$ where $S$ is onto and $K$ is compact. By Theorem 19.6, this is equivalent to the condition that $T$ is lower semi-Fredholm and ind $T=$ ind $S \geq 0$.
Theorem 20. Let $T \in \mathcal{B}(X, Y)$. Then $k_{q}\left(T^{*}\right)=j_{\mu}(T)$ and $k_{q}(T) \leq j_{\mu}\left(T^{*}\right) \leq$ $16 k_{q}(T)$.

Proof. We have

$$
\begin{aligned}
j_{\mu}(T) & =\sup \left\{j\left(T J_{M}\right): M \subset X, \operatorname{codim} M<\infty\right\} \\
& =\sup \left\{k\left(Q_{M^{\perp}} T^{*}\right): M \subset X, \operatorname{codim} M<\infty\right\} \\
& \leq \sup \left\{k\left(Q_{N} T^{*}\right): N \subset X^{*}, \operatorname{dim} N<\infty\right\}=k_{q}\left(T^{*}\right)
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
k_{q}(T) & =\sup \left\{k\left(Q_{N} T\right): N \subset Y, \operatorname{dim} N<\infty\right\} \\
& =\sup \left\{j\left(T^{*} J_{N^{\perp}}\right): N \subset Y, \operatorname{dim} N<\infty\right\} \\
& \leq \sup \left\{j\left(T^{*} J_{M^{\prime}}\right): M^{\prime} \subset Y^{*}, \operatorname{codim} M^{\prime}<\infty\right\}=j_{\mu}\left(T^{*}\right)
\end{aligned}
$$

Further, $j_{\mu}(T) \leq k_{q}\left(T^{*}\right) \leq j_{\mu}\left(T^{* *}\right)$. If $M^{\prime \prime}$ is a subspace of $X^{* *}$ of finite codimension, then $M^{\prime \prime} \cap X$ is of finite codimension in $X$. Thus

$$
\begin{aligned}
j_{\mu}\left(T^{* *}\right) & =\sup \left\{j\left(T^{* *} J_{M^{\prime \prime}}\right): M^{\prime \prime} \subset X^{* *}, \operatorname{codim} M^{\prime \prime}<\infty\right\} \\
& \leq \sup \left\{j\left(T J_{M^{\prime \prime} \cap X}\right): M^{\prime \prime} \subset X^{* *}, \operatorname{codim} M^{\prime \prime}<\infty\right\} \\
& \leq \sup \left\{j\left(T J_{M}\right): M \subset X, \operatorname{codim} M<\infty\right\}=j_{\mu}(T)
\end{aligned}
$$

Hence $j_{\mu}(T)=k_{q}\left(T^{*}\right)$.
The remaining inequality $j_{\mu}\left(T^{*}\right) \leq 16 k_{q}(T)$ is clear if $T$ is not lower semiFredholm, see Theorems 15 and 19.

Suppose that $T$ is lower semi-Fredholm, let $T_{0}: X / \operatorname{Ker} T \rightarrow Y$ be the operator induced by $T$ and let $Q: X \rightarrow X / \operatorname{Ker} T$ be the canonical projection. Then $\widetilde{T_{0}}$ is invertible, and so $j_{\mu}\left(T_{0}\right) \leq 2 j\left(\widetilde{T_{0}}\right)=2 k\left(\widetilde{T_{0}}\right) \leq 4 k_{q}\left(T_{0}\right)$. Similarly, $j_{\mu}\left(T_{0}^{*}\right) \leq 4 k\left(T_{0}^{*}\right)$. We have $T=T_{0} Q$ and $T^{*}=Q^{*} T_{0}^{*}$, where $Q^{*}$ is the embedding of $(X / \operatorname{Ker} T)^{*}=(\operatorname{Ker} T)^{\perp}=\operatorname{Ran} T^{*}$ into $X^{*}$. It is easy to see that $j_{\mu}\left(T^{*}\right)=j_{\mu}\left(T_{0}^{*}\right)$ and, by Theorem 9.6,

$$
\begin{aligned}
k_{q}(T) & =\sup \left\{k\left(Q_{N} T_{0} Q\right): N \subset Y, \operatorname{dim} N<\infty\right\} \\
& =\sup \left\{k\left(Q_{N} T_{0}\right): N \subset Y, \operatorname{dim} N<\infty\right\}=k_{q}\left(T_{0}\right)
\end{aligned}
$$

Hence

$$
j_{\mu}\left(T^{*}\right)=j_{\mu}\left(T_{0}^{*}\right) \leq 4 k_{q}\left(T_{0}^{*}\right)=4 j_{\mu}\left(T_{0}\right) \leq 16 k_{q}\left(T_{0}\right)=16 k_{q}(T)
$$

## Comments on Chapter III

C.15.1. The results in section 15 are classical. The definition and basic properties are due to Hilbert [Hi] and Riesz [Ri2]. Theorem $15.4\left(T^{*}\right.$ is compact $\Leftrightarrow T$ is compact) was proved by Schauder [Sd].
C.15.2. A Banach space $X$ is reflexive if and only if $B_{X}$ is compact in the weak topology.

If $X$ is a reflexive Banach space, $Y$ a Banach space and $T \in \mathcal{B}(X, Y)$, then $T B_{X}$ is a convex weakly compact subset of $Y$ and therefore it is closed in the norm topology.

Consequently, for reflexive Banach spaces it is not necessary to take the closure $\overline{T B_{X}}$ in the definition of compact operators.
C.15.3. For a long time it was an open question whether each compact operator $T \in \mathcal{B}(X)$ is a norm-limit of finite-rank operators. This is true for Hilbert spaces and for most of naturally defined Banach spaces (including all Banach spaces having a Schauder basis). The problem was solved by Enflo [En1] who constructed an example of a separable reflexive Banach space $X$ where $\mathcal{F}(X) \neq \mathcal{K}(X)$.
C.15.4. Let $X, Y$ be Banach spaces, let $T: X \rightarrow Y$ be a linear mapping. Denote by $w$ the weak topology. The following statements are equivalent, cf. [Hal1, Problem 130]:
(i) $T:(X,\|\cdot\|) \rightarrow(Y,\|\cdot\|)$ is continuous;
(ii) $T:(X, w) \rightarrow(Y, w)$ is continuous;
(iii) $T:(X,\|\cdot\|) \rightarrow(Y, w)$ is continuous.

Further, $T:(X, w) \rightarrow(Y,\|\cdot\|)$ is continuous if and only if $T$ is of finite rank.
C.15.5. If $X$ is reflexive, then $T \in \mathcal{B}(X, Y)$ is compact if and only if $T$ maps weakly converging sequences to convergent sequences, cf. Theorem 15.6 (this was the original definition of Hilbert of compact operators in $\ell^{2}$; operators satisfying this condition are sometimes called completely continuous).
C.15.6. The ideal $\mathcal{F}(X)$ is the smallest ideal in $\mathcal{B}(X)$. Every left, right or two-sided ideal in $\mathcal{B}(X)$ contains the ideal of finite-rank operators.
C.15.7. If $H$ is a separable Hilbert space, then $\mathcal{K}(X)$ is the only non-trivial closed two-sided ideal in $\mathcal{B}(X)$, see Calkin [Ca]. The same is true for the spaces $\ell^{p} \quad(1 \leq$ $p \leq \infty)$ and $c_{0}$, see Gohberg, Markus, Fel'dman [GMF].

On the other hand, there are Banach spaces with a rich structure of closed two-sided ideals in $\mathcal{B}(X)$, see [CPY, p. 80].
C.15.8. In general, the Calkin algebra $\mathcal{B}(X) / \mathcal{K}(X)$ is not semisimple. An example is the Banach space $L^{1}(m)$ of all Lebesgue integrable functions $f$ on $\langle 0,1\rangle$ such that $\int_{0}^{1}|f| \mathrm{d} m<\infty$, see [CPY, p. 33].

Operators $T$ with the property that $T+\mathcal{K}(X) \in \operatorname{rad} \mathcal{B}(X) / \mathcal{K}(X)$ are called inessential. Clearly, the set $I(X)$ of all inessential operators is a closed two sided ideal.

The ideal $I(X)$ can be characterized by $T \in I(X) \Leftrightarrow T+\Phi(X) \subset \Phi(X)$.
C.15.9. An operator $T: X \rightarrow Y$ is called strictly singular if $T \mid M$ is not bounded below for each closed infinite-dimensional subspace $M \subset X$.

Denote by $S(X)$ the set of all strictly singular operators acting on $X$. Then $S(X)$ is a closed two-sided ideals in $\mathcal{B}(X)$ and $\mathcal{K}(X) \subset S(X) \subset I(X)$.

If $X$ is a Hilbert space, then $\mathcal{K}(X)=S(X)=I(X)$. In Banach spaces the inclusions can be strict, see [CPY, p.101].
C.15.10. There is an example of a Banach space $X$ with the property that each operator $T \in \mathcal{B}(X)$ can be written as $\lambda I+K$ for some $\lambda \in \mathbb{C}$ and a strictly singular operator $K$, see $[\mathrm{GwM}]$.

It is an open problem whether there is a Banach space $X$ with the property that each operator on $X$ can be expressed as a sum of a scalar multiple of the identity and a compact operator.
C.15.11. A particular case of Theorem 15.11 is called the Fredholm alternative: if $T \in \mathcal{B}(X)$ is compact and $\lambda \neq 0$, then either $T-\lambda$ is both one-to-one and onto, or it is neither one-to-one nor onto (in the notation of Section 15, $\alpha(T-\lambda)=0 \Leftrightarrow$ $\beta(T-\lambda)=0)$.
C.15.12. An operator $T \in \mathcal{B}(X, Y)$ is called weakly compact if the weak closure of $T B_{X}$ is compact in the weak topology of $Y$. By [DS, VI-4], an operator $T \in$ $\mathcal{B}(X, Y)$ is weakly compact if and only if $T^{* *} X^{* *} \subset Y$ (where we identify $Y$ with a subspace of $\left.Y^{* *}\right)$. If either $X$ or $Y$ is reflexive, then each operator in $\mathcal{B}(X, Y)$ is weakly compact. Furthermore, $T \in \mathcal{B}(X, Y)$ is weakly compact if and only if $T^{*}$ is weakly compact.

For any Banach space $X$, the weakly compact operators form a closed twosided ideal in $\mathcal{B}(X)$.
C.16.1. The basic ideas concerning Fredholm and semi-Fredholm operators appeared in [At], [Goh1], [Goh2] and [Yo1]. For a survey of results see [GhK1], [Kat2], and [CPY].

Further results including detailed historical comments can be found in [RN].
C.16.2. Many results from the Fredholm theory can be extended to unbounded closed operators. For a survey of results in this direction see [GhK1], [Kat2] and [Sch2].
C.16.3. A generalization of the Fredholm theory to the Banach algebras setting was done by Barnes $[\mathrm{Ba} 1],[\mathrm{Ba} 2]$. For a survey of results see $[\mathrm{BMSW}]$.
C.16.4. The characterizations of semi-Fredholm operators given in Theorems 16.18 and 16.19 are due to Lebow and Schechter [LS].

Theorem 16.21 (Kato decomposition) was proved in [Kat1].
C.17.1. The construction of Section 17 was given in [Sa] and independently in [BHW], [HW].

A similar construction of the space $\ell^{\infty}(X) / c_{0}(X)$ where $c_{0}(X)$ denotes the set of all sequences of elements of $X$ converging to zero was used by Berberien and Quigly (we used this construction for Banach algebras, see C.3.1).

The latter construction can be used for reducing the approximate point spectrum to the point spectrum.

For properties of these constructions see also [FL].
C.17.2. If $X$ is a Hilbert space, then it is possible to modify both constructions of the previous comment in order to obtain again a Hilbert space.

Fix a Banach limit and denote it by LIM. Then $\left\|\left\|\left(x_{n}\right)\right\|\right\|=\left(L I M\left\|x_{n}\right\|^{2}\right)^{1 / 2}$ is a seminorm on $\ell^{\infty}(X)$. Set $N=\left\{\left(x_{n}\right):\| \|\left(x_{n}\right)\| \|=0\right\}$. Clearly, $N \supset c_{0}(X)$ and the completion of $\left(\ell^{\infty}(X) / N, \mid\|\cdot\| \|\right)$ is a Hilbert space (since it satisfies the parallelogram law) containing $X$ as constant sequences.

As for the construction of Section 17, set $\left\|\left\|\left(x_{n}\right)\right\|\right\|^{\prime}=\lim _{M}\| \|\left(P_{M} x_{n}\right)\| \|$, where $M \subset X$ is a subspace of finite codimension and $P_{M}$ is the orthogonal projection onto $M$. Clearly, $N^{\prime}:=\left\{\left(x_{n}\right):\left.\left\|\left(x_{n}\right)\right\|\right|^{\prime}=0\right\} \supset m(X)$ and the completion of $\left(\ell^{\infty}(X) / N^{\prime},\left|\|\cdot \mid\|^{\prime}\right)\right.$ is a Hilbert space.
C.17.3. Let $X$ be the $\ell^{1}$ space over the set $\left\{e_{i}, f_{i}: i=1,2, \ldots\right\}$. Let $M=\bigvee\left\{e_{i}\right.$ : $i \in \mathbb{N}\}$ and $L=\bigvee\left\{e_{i}+\frac{1}{i} f_{i}: i \in \mathbb{N}\right\}$. Then $\ell^{\infty}(M)+m(X)=\ell^{\infty}(N)+m(X)$ and $M \cap L=\{0\}$. So $M$ is not essentially equal to $L$.

Thus the condition $M \subset L$ in Lemma 17.2 is necessary.
C.17.4. It is possible that $T \in \mathcal{B}(X)$ has not closed range but $\operatorname{Ran} \tilde{T}$ is closed: consider any compact operator with non-closed range.

We do not know whether each operator $T$ with $\operatorname{Ran} \tilde{T}$ closed can be written as $T=S+K$ where $\operatorname{Ran} S$ is closed and $K$ is compact.
C.18.1. The punctured neighbourhood theorem 18.7 was proved by Gohberg [Goh2].
C.18.2. Using the linearization technique (cf. C.11.2) it is possible to prove the following generalization of the punctured neighbourhood theorem [Mü21]:

Theorem. Let $X, Y, Z$ be Banach spaces, let $U$ be an open subset of $\mathbb{C}$ and $w \in U$. Suppose that $S: U \rightarrow \mathcal{B}(X, Y), T: U \rightarrow \mathcal{B}(Y, Z)$ are analytic functions satisfying $T(z) S(z)=0 \quad(z \in U)$. Write $\alpha(z)=\operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z)$. Suppose that $\alpha(w)<\infty$ and $\operatorname{Ran} T(w)$ is closed. Then there exist $\varepsilon>0$ and a constant $c \leq \alpha(w)$ such that $\alpha(z)=c$ for all $z, 0<|z-w|<\varepsilon$.

Clearly, the classical punctured neighbourhood theorem follows easily from this generalization for the sequences $0 \longrightarrow X \xrightarrow{T-z} Y$ and $X \xrightarrow{T-z} Y \longrightarrow 0$, respectively.
C.18.3. Theorem 18.8 was proved in $[\mathrm{FK}]$ and $[\mathrm{Ze} 6]$. For further results concerning the stability of semi-Fredholm operators see [SW], [RZ].
C.19.1. It is clear that $\left\|T^{*}\right\|_{e} \leq\|T\|_{e}$ for each operator $T \in \mathcal{B}(X)$. For reflexive Banach spaces the equality $\left\|T^{*}\right\|_{e}=\|T\|_{e}$ holds. This is no longer true for nonreflexive Banach spaces. By [Ty2], these two quantities are even not equivalent.
C.19.2. The Calkin algebras $\mathcal{B}(X) / \mathcal{K}(X)$ were first studied by Calkin [Ca] in the most important case of a separable Hilbert space. The Calkin algebras over Banach spaces were first studied by Yood [Yo2].
C.19.3. An operator $T \in \mathcal{B}(X)$ is called Riesz if $\sigma_{e}(T)=\{0\}$. Riesz operators are a generalization of compact operators and exhibit many of their properties.
C.19.4. Let $T$ be a Riesz operator on a Hilbert space $H$. Then there exists a compact operator $K \in \mathcal{K}(H)$ and a quasinilpotent operator $Q \in \mathcal{B}(X)$ such that $T=Q+K$ (so-called West decomposition [Wes1]). The same statement is true for the spaces $\ell^{p}$ and $L^{p}$; it is not known for general Banach spaces.

In general, it is not possible to require that $Q$ and $K$ in the West decomposition commute.
C.19.5. The West decomposition is a particular case of the following more general result $[\mathrm{St}]$, see also $[\mathrm{Ap} 2]$ :

Theorem. Let $T$ be an operator on a Hilbert space $H$. Then there exists a compact operator $K \in \mathcal{K}(H)$ such that

$$
\sigma(T+K)=\bigcap_{K^{\prime} \in \mathcal{K}(H)} \sigma\left(T+K^{\prime}\right) \quad\left(=\sigma_{W}(T), \text { see Section 23 }\right)
$$

C.19.6. By Theorem 16.13, an operator $T \in \mathcal{B}(X)$ is Fredholm if and only if it is invertible modulo the ideal of compact operators. A characterization of one-sided inverses in the Calkin algebra was given in Theorems 16.14 and 16.15.

If $X$ is a Hilbert space, then $T \in \Phi_{+}(X) \quad\left(T \in \Phi_{-}(X)\right)$ if and only if the class $T+\mathcal{K}(X)$ is not a left (right) topological divisor of zero in the Calkin algebra $\mathcal{B}(X) / \mathcal{K}(X)$. In general, for Banach space operators there is no relation between these notions, see $[\mathrm{AT}]$ and [Ty1].
C.19.7. Let $T \in \Phi_{+}^{-}(X)=\left\{T \in \Phi_{+}(X):\right.$ ind $\left.T \leq 0\right\}$. Then there is a finite-rank operator $F$ such that $T+F$ is bounded below. In general, it is not possible to choose $F$ commuting with $T$, cf. Theorem 20.21. It is always possible to find $F$ such that $(T F-F T)^{2}=0$, see [LW], [Se].

Similar statements are true for $T \in \Phi_{-}^{+}(X)$ and for the intersection $\Phi_{+}^{-}(X) \cap$ $\Phi_{-}^{+}(X)=\{T \in \Phi(X): \operatorname{ind} T=0\}$.
C.20.1. The ascent and descent were introduced and studied first in [Tay], [La] and [Kat1].

Heuser [He] proved the following relations between the ascent, descent and the defect numbers $\alpha(T)=\operatorname{dim} \operatorname{Ker} T, \beta(T)=\operatorname{codim} \operatorname{Ran} T$ of an operator $T \in \mathcal{B}(X)$ :

Let $\min \{\alpha(T), \beta(T)\}<\infty$. Then $a(T)<\infty \Rightarrow \beta(T) \geq \alpha(T)$ and $d(T)<\infty \Rightarrow$ $\beta(T) \leq \alpha(T)$. Moreover, if $\alpha(T)=\beta(T)<\infty$, then $a(T)=d(T)$.
C.20.2. Semi-Browder operators were studied by a number of authors, see [Gr1], [KV], [Ra2], [Ra5], [Ra6], [Wes2]. The name was introduced in [Ha8].

The Browder operators are sometimes also called Riesz-Schauder, cf. [CPY].
C.20.3. The extension of the Browder and semi-Browder spectra to commuting $n$-tuples presented in Section 20 appeared in $[\mathrm{KMR}]$.

For a single operator $A \in \mathcal{B}(X)$ we have $\sigma_{B}(A)=\sigma_{e}(A) \cup \operatorname{acc} \sigma(A)$ where $\operatorname{acc} \sigma(A)$ denotes the set of all accumulation points of $\sigma(A)$. This equality was used by Curto and Dash [CD] for other extension of the Browder spectrum to commuting $n$-tuples:

$$
\sigma_{b}\left(A_{1}, \ldots, A_{n}\right)=\sigma_{T e}\left(A_{1}, \ldots, A_{n}\right) \cup \operatorname{acc} \sigma_{T}\left(A_{1}, \ldots, A_{n}\right)
$$

where $\sigma_{T}$ and $\sigma_{T e}$ denote the Taylor and essential Taylor spectrum, see Chapter IV.

Then $\sigma_{b}$ defined in this way is also a spectral system, which in general differs from $\sigma_{B}$ defined in Section 20, see [KMR].

Thus the extension of the Browder spectrum for single operators to a spectral system is not unique.
C.20.4. Lemma 20.3 is due to Neubauer, see [Lab], Proposition 2.1.1. In fact, a more general formulation is also true: if $M_{1}, M_{2}$ are paraclosed subspaces of a Banach space $X$ (see C.10.4) and both $M_{1} \cap M_{2}, M_{1}+M_{2}$ are closed, then $M_{1}$ and $M_{2}$ are closed.
C.21.1. Essentially Kato operators or similar classes of operators were studied by a number of authors, see, e.g., [Ka1], [GlK], [Gr2], [Ra4], [Mü15], [Ko2], [KM3], [BO].
C.21.2. Theorem 21.12 is due to Kordula [Ko2]. Theorem 21.15 was proved by Livčak [Liv], implicitly it is also contained in papers of M.A. Gol'dman and S.N. Kračkovskiǐ.
C.21.3. An operator $T \in \mathcal{B}(X)$ is called essentially Saphar if $\operatorname{Ker} T \stackrel{e}{\subset} R^{\infty}(T)$ and $T$ has a generalized inverse. Clearly, the essentially Saphar operators form a regularity since they are the intersection of the classes of essentially Kato and Saphar operators. Consequently, the corresponding spectrum satisfies the spectral mapping property.
C.22.1. The numbers $k_{n}(T)$ were introduced and studied by Grabiner [Gr2]. Most of the results in Section 22 are taken from [MM].
C.22.2. Let $R_{1}, \ldots, R_{5}$ be the regularities introduced in Section 22. The following properties of them and the corresponding spectra were studied in [MM] (to avoid trivialities we consider infinite-dimensional Banach spaces $X$ only):
(A) $\sigma_{i}(T) \neq \emptyset$ for every $T \in \mathcal{B}(X)$;
(B) $\sigma_{i}(T)$ is closed for every $T \in \mathcal{B}(X)$;
(C) if $T \in R_{i}$, then there exists $\varepsilon>0$ such that $T+U \in R_{i}$ whenever $T U=U T$ and $\|U\|<\varepsilon$ (this means property (P3), the upper semicontinuity of $\sigma_{i}$ on commuting elements);
(D) if $T \in R_{i}$ and $F \in \mathcal{B}(X)$ is a finite-rank operator, then $T+F \in R_{i}$;
(E) if $T \in R_{i}$ and $K$ is a compact operator commuting with $T$, then $T+K \in R_{i}$;
(F) if $T \in R_{i}$ and $Q \in \mathcal{B}(X)$ is a quasinilpotent operator commuting with $T$, then $T+Q \in R_{i}$.

These properties for $R_{i}(i=1, \ldots, 5)$ are summarized in Table 1. For details we refer to $[M M]$.

|  | $(\mathrm{A})$ <br> $\sigma_{i} \neq \emptyset$ | $(\mathrm{B})$ <br> $\sigma_{i}$ closed | $(\mathrm{C})$ <br> small <br> comm. <br> perturb. | (D) <br> finite- <br> rank <br> perturb. | (E) <br> commut. <br> comp. <br> perturb | (F) <br> commut. <br> quasinilp. <br> perturb. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{1}$ <br> onto | yes | yes | yes | no | no | yes |
| $R_{2}$ <br> $\phi_{-}(X)$ and <br> $d(T)<\infty$ | yes | yes | yes | no | yes | yes |
| $R_{3}$ <br> $\phi_{-}(X)$ | yes | yes | yes | yes | yes | yes |
| $R_{4}$ <br> $(T)<\infty$ | no | yes | no | no | no | no |
| $R_{5}$ <br> $d_{e}(T)<\infty$ | no | yes | no | yes | no | no |

Table 1.

Since the properties (A)-(F) considered above are preserved by taking adjoints, the regularities $R_{6} \ldots R_{10}$ satisfy exactly those properties as $R_{1}, \ldots, R_{5}$. So Table 1 remains valid for $R_{1}, \ldots, R_{5}$ replaced by $R_{6}, \ldots, R_{10}$.
C.22.3. Drazin invertible operators (class $R_{4} \cap R_{9}$ ) were studied, e.g., in [RoS] or [Kol]. $B$-Fredholm operators (class $R_{5} \cap R_{10}$ ) were introduced and studied in [Be1] and $[\mathrm{Be} 2]$.
C.22.4. The properties (A)-(F) of C. 22.2 for regularities $R_{11}, \ldots, R_{15}$ are summarized in Table 2. For details see [MM] and [KMMP].
C.22.5. Quasi-Fredholm operators (class $R_{14}$ ) in Hilbert spaces were introduced and studied by Labrousse [Lab]. Equivalently, an operator $T$ on a Hilbert space $H$ is quasi-Fredholm if and only if there is a Kato decomposition $H=H_{1} \oplus H_{2}$ with $T H_{i} \subset H_{i}, T \mid H_{1}$ nilpotent and $T \mid H_{2}$ Kato.

The same decomposition exists also for quasi-Fredholm operators on Banach spaces under the additional assumption that the subspaces $\operatorname{Ker} T \cap \operatorname{Ran} T^{d}$ and $\operatorname{Ker} T^{d}+\operatorname{Ran} T$ are complemented, see Remark after Theorem 3.2.2 in [Lab]. In fact, the proof of Theorem 22.12 , (iii) $\Rightarrow(\mathrm{v})$ is a simplified version of the proof of Labrousse; without any change it works also for quasi-Fredholm operators.
C.23.1. The notions of upper and lower semiregularity were introduced and basic properties proved in [Mü21].
C.23.2. Joint spectra satisfying the one-way spectral mapping property (see Remark 23.9) were studied in [MW].

|  | $(\mathrm{A})$ <br> $\sigma_{i} \neq \emptyset$ | $(\mathrm{B})$ <br> $\sigma_{i}$ closed | $(\mathrm{C})$ <br> small <br> comm. <br> perturb. | $(\mathrm{D})$ <br> finite- <br> rank <br> perturb. | $(\mathrm{E})$ <br> commut. <br> comp. <br> perturb | (F) <br> commut. <br> quasinilp. <br> perturb. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{11}$ <br> Kato | yes | yes | yes | no | no | yes |
| $R_{12}$ <br> ess. Kato | yes | yes | yes | yes | yes | yes |
| $R_{13}$ | yes | no | no | yes | no | no |
| $R_{14}$ <br> $\phi \phi$ | no | yes | no | yes | no | no |
| $R_{15}$ | no | no | no | yes | no | no |

Table 2.
C.23.3. The semi-Fredholm spectrum

$$
\sigma_{s F}(T)=\{\lambda \in \mathbb{C}: T-\lambda \text { is not semi-Fredholm }\}
$$

was studied by Kato [Kat2], Oberai [Ob2], Gramsch and Lay [GL], and others. It is sometimes called the Kato essential spectrum; we used this name for something else.
C.23.4. The exponential spectrum was introduced by Harte [Ha4].

For the Weyl/Schechter spectrum
$\sigma_{W}(T)=\{\lambda: T-\lambda$ is not Fredholm or $\operatorname{ind}(T-\lambda) \neq 0\}=\bigcap_{K \text { compact }} \sigma(T+K)$
see [Ob1], [Sch1]).
The spectrum corresponding to the regularity $R=\{a+b: a \in \operatorname{Inv}(\mathcal{A}), b \in J\}$, where $J$ is a closed two-sided ideal in a Banach algebra $\mathcal{A}$ was studied in [Ha7] under the name of $T$-Weyl spectrum.

The spectra

$$
\sigma_{\Phi_{+}^{-}}(T)=\bigcap\left\{\sigma_{\pi}(T+K): K \in \mathcal{K}(X)\right\}
$$

and

$$
\sigma_{\Phi_{-}^{+}}(T)=\bigcap\left\{\sigma_{\delta}(T+K): K \in \mathcal{K}(X)\right\}
$$

were studied in [Ra2], [Ra3] and [Ze7] under the names of essential approximate point spectrum and essential defect spectrum.
C.24.1. The operational quantities defined in Section 24 were considered by a number of authors. The measures of non-compactness $\|T\|_{\mu}$ and $\|T\|_{q}$ were studied in [GGM], [GlM] and [LS]. For remaining operational quantities and related topics see [Sch4], [Ra1], [Fa4], [GnM1], [GnM2], [Mb3].
C.24.2. Further operational quantities closely related to those studied in Section 24 are (see [Pi2]): the approximation numbers

$$
a_{n}(T)=\inf \{\|T-L\|: L \in \mathcal{B}(X, Y), \operatorname{dim} \operatorname{Ran} L<n\}
$$

Gelfand numbers

$$
c_{n}(T)=\inf \left\{\left\|T J_{M}\right\|: \operatorname{codim} M<n\right\}
$$

Kolmogorov numbers

$$
k_{n}(T)=\inf \left\{\left\|Q_{F} T\right\|: \operatorname{dim} F<n\right\}
$$

Berstein numbers

$$
u_{n}(T)=\sup \left\{j\left(T J_{M}\right): \operatorname{dim} M \geq n\right\}
$$

Mytiagin numbers

$$
v_{n}(T)=\sup \left\{k\left(Q_{M} T\right): \operatorname{codim} M \geq n\right\}
$$

All these numbers have lower analogues, see [RZ] and [RZi].
C.24.3. The essential version of the reduced minimal modulus

$$
\gamma_{e}(T)=\sup \{\gamma(T+K): K \text { compact }\}
$$

for operators on Hilbert spaces was studied in [MP].
It was shown that the supremum is attained for some compact operator $K$ and $\gamma_{e}(T)=\inf \sigma_{e}(T) \backslash\{0\}$, cf. C.10.5.

## Chapter IV

## Taylor Spectrum

In this chapter we introduce and study another important spectral system for commuting operators - the Taylor spectrum. Although the definition of the Taylor spectrum is rather complicated, the Taylor spectrum has a distinguished property among other spectral systems, namely the existence of the functional calculus for functions analytic on a neighbourhood of the Taylor spectrum. From this reason many experts consider the Taylor spectrum to be the proper generalization of the ordinary spectrum for single operators.

## 25 Basic properties

Let $s=\left(s_{1}, \ldots, s_{n}\right)$ be a system of indeterminates. Denote by $\Lambda[s]$ the exterior algebra generated by $s_{1}, \ldots, s_{n}$, i.e., $\Lambda[s]$ is the free complex algebra generated by $s_{1}, \ldots, s_{n}$, where the multiplication operation $\wedge$ in $\Lambda[s]$ satisfies the anticommutative relations $s_{i} \wedge s_{j}=-s_{j} \wedge s_{i} \quad(i, j=1, \ldots, n)$.

In particular, $s_{i} \wedge s_{i}=0$ for all $i$.
For $F \subset\{1, \ldots, n\}, F=\left\{i_{1}, \ldots, i_{p}\right\}$ with $1 \leq i_{1}<i_{2}<\cdots<i_{p} \leq n$ write $s_{F}=s_{i_{1}} \wedge \cdots \wedge s_{i_{p}}$. Every element of $\Lambda[s]$ can be written uniquely in the form

$$
\sum_{F \subset\{1, \ldots, n\}} \alpha_{F} s_{F}
$$

with complex coefficients $\alpha_{F}$. Clearly, $s_{\emptyset}$ is the unit in $\Lambda[s]$.
For $p=0,1, \ldots, n$ let $\Lambda^{p}[s]$ be the set of all elements of $\Lambda[s]$ of degree $p$, i.e., $\Lambda^{p}[s, X]$ is the subspace generated by the elements $s_{F}$ with card $F=p$. Thus $\Lambda[s]=\bigoplus_{p=0}^{n} \Lambda^{p}[s], \operatorname{dim} \Lambda^{p}[s]=\binom{n}{p}$ and $\operatorname{dim} \Lambda[s]=2^{n}$.

Let $X$ be a vector space. Write $\Lambda[s, X]=X \otimes \Lambda[s]$. So

$$
\Lambda[s, X]=\left\{\sum_{F \subset\{1, \ldots, n\}} x_{F} s_{F}: x_{F} \in X\right\} ;
$$

to simplify the notation, we omit the symbol " $\otimes$ ". Similarly, for $p=0, \ldots, n$ write $\Lambda^{p}[s, X]=X \otimes \Lambda^{p} ;$ so

$$
\Lambda^{p}[s, X]=\left\{\sum_{\substack{F \subset\{1, \ldots, n\} \\ \operatorname{card} F=p}} x_{F} s_{F}: x_{F} \in X\right\} .
$$

Thus $\Lambda^{p}[s, X]$ is a direct sum of $\binom{n}{p}$ copies of $X$ and $\Lambda[s, X]$ is a direct sum of $2^{n}$ copies of $X$.

In the following $X$ will be a fixed Banach space. Then $\Lambda[s, X]$ can be considered to be also a Banach space. For the following considerations it is not essential which norm we take on $\Lambda[s, X]$; we can assume it to be $\left\|\sum x_{F} s_{F}\right\|=$ $\left(\sum\left\|x_{F}\right\|^{2}\right)^{1 / 2}$.

For $j=1, \ldots, n$ let $S_{j}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ be the operators of left multiplication by $s_{j}$,

$$
\begin{equation*}
S_{j}\left(\sum_{F} x_{F} s_{F}\right)=\sum_{F} x_{F} s_{j} \wedge s_{F}=\sum_{\substack{F \subset\{1, \ldots, n\} \\ j \notin F}}(-1)^{\operatorname{card}\{i \in F: i<j\}} x_{F} s_{F \cup\{j\}} \tag{1}
\end{equation*}
$$

Clearly, $S_{j} S_{i}=-S_{i} S_{j} \quad(i, j=1, \ldots, n)$. In particular, $S_{i}^{2}=0$ for all $i$.
For an operator $T \in \mathcal{B}(X)$ we denote by the same symbol the operator $T: \Lambda[s, X] \rightarrow \Lambda[s, X]$ defined by

$$
T\left(\sum_{F} x_{F} s_{F}\right)=\sum_{F}\left(T x_{F}\right) s_{F}
$$

Obviously, $T S j=S_{j} T$ for all $j$.
Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on $X$. Denote by $\delta_{A}$ the operator $\delta_{A}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ defined by

$$
\delta_{A}=\sum_{i=1}^{n} A_{i} S_{i}
$$

Clearly,

$$
\left(\delta_{A}\right)^{2}=\sum_{i=1}^{n} \sum_{j=1}^{n} A_{i} S_{i} A_{j} S_{j}=\sum_{1 \leq i<j \leq n} A_{i} A_{j}\left(S_{i} S_{j}+S_{j} S_{i}\right)=0
$$

and so $\operatorname{Ran} \delta_{A} \subset \operatorname{Ker} \delta_{A}$ (note that we have used the commutativity of the operators $A_{i}$ ).

Definition 1. An $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ of mutually commuting operators on a Banach space $X$ is called Taylor regular if $\operatorname{Ker} \delta_{A}=\operatorname{Ran} \delta_{A}$.

The Taylor spectrum $\sigma_{T}(A)$ is the set of all $\lambda \in \mathbb{C}^{n}$ such that the $n$-tuple $\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right)$ is not Taylor regular.

Since $\delta_{A} \Lambda^{p}[s, X] \subset \Lambda^{p+1}[s, X] \quad(p=0,1, \ldots, n-1)$, we can define operators $\delta_{A}^{p}: \Lambda^{p}[s, X] \rightarrow \Lambda^{p+1}[s, X]$ as the restrictions of $\delta_{A}$ to $\Lambda^{p}[s, X]$. Thus $\delta_{A}$ defines the following sequence of operators

$$
\begin{equation*}
0 \rightarrow \Lambda^{0}[s, X] \xrightarrow{\delta_{A}^{0}} \Lambda^{1}[s, X] \xrightarrow{\delta_{A}^{1}} \cdots \xrightarrow{\delta_{A}^{n-1}} \Lambda^{n}[s, X] \rightarrow 0, \tag{2}
\end{equation*}
$$

where $\delta^{p+1} \delta^{p}=0$ for each $p$. A sequence of this type is called a complex; we are going to study complexes in more details in one of the subsequent sections.

Complex (2) is called the Koszul complex of $A$. It is easy to see that $A$ is Taylor regular if and only if the Koszul complex is exact, i.e., if $\operatorname{Ran} \delta_{A}^{i}=\operatorname{Ker} \delta_{A}^{i+1}$ for all $i$, where we set formally $\delta_{A}^{p}$ to be the zero operators for $p<0$ or $p \geq n$.
Remark 2. (i) Let $n=1$. We can identify $\Lambda^{0}[s, X]$ and $\Lambda^{1}[s, X]$ with $X$, and so the Koszul complex of a single operator $A_{1} \in \mathcal{B}(X)$ becomes

$$
0 \rightarrow X \xrightarrow{A_{1}} X \rightarrow 0 .
$$

This complex is exact if and only if $A_{1}$ is invertible. Thus for single operators the Taylor spectrum coincides with the ordinary spectrum.
(ii) Let $n=2$ and let $A=\left(A_{1}, A_{2}\right)$ be a commuting pair of operators on $X$. Then the Koszul complex of $A$ becomes

$$
0 \rightarrow X \xrightarrow{\delta_{A}^{0}} X \oplus X \xrightarrow{\delta_{A}^{1}} X \rightarrow 0
$$

where $\delta_{A}^{0}$ and $\delta_{A}^{1}$ are defined by $\delta_{A}^{0} x=A_{1} x \oplus A_{2} x \quad(x \in X)$ and $\delta_{A}^{1}(x \oplus y)=$ $-A_{2} x+A_{1} y \quad(x, y \in X)$.
(iii) The most important parts of the Koszul complex of an $n$-tuple $A=$ $\left(A_{1}, \ldots, A_{n}\right)$ are its ends. The first mapping $\delta_{A}^{0}$ can be interpreted as $\delta_{A}^{0}: X \rightarrow X^{n}$ defined by $\delta_{A}^{0} x=\bigoplus_{i=1}^{n} A_{i} x \quad(x \in X)$, cf. Section 9. Thus the Koszul complex of $A$ is exact at $\Lambda^{0}[s, X]$ if and only if $0 \notin \sigma_{\pi}(A)$. Similarly, $\delta_{A}^{n-1}: X^{n} \rightarrow X$ is defined by $\delta_{A}^{n-1}\left(x_{1} \oplus \cdots \oplus x_{n}\right)=\sum_{i=1}^{n}(-1)^{i-1} A_{i} x_{i}$, and so the exactness at $\Lambda^{n}[s, X]$ means that $0 \notin \sigma_{\delta}(A)$.

The main result of this section will be that the Taylor regular $n$-tuples form a joint regularity, and so the Taylor spectrum is a spectral system.

Proposition 3. Let $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ be mutually commuting operators on a Banach space $X$ satisfying $\sum_{i=1}^{n} A_{i} B_{i}=I$. Then the $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ is Taylor regular.

Consequently, $\sigma_{T}(A) \subset \sigma^{\langle A\rangle}(A)$ for all commuting $n$-tuples $A$.
Proof. For $j=1, \ldots, n$ let $H_{j}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ be the operators defined by

$$
\begin{equation*}
H_{j}\left(\sum_{F \subset\{1, \ldots, n\}} x_{F} s_{F}\right)=\sum_{\substack{F \subset\{1, \ldots, n\} \\ j \in F}}(-1)^{\operatorname{card}\{i \in F: i<j\}} x_{F} s_{F \backslash\{j\}} \tag{3}
\end{equation*}
$$

We have

$$
\left(H_{j} S_{j}+S_{j} H_{j}\right) x_{F} s_{F}= \begin{cases}(-1)^{\operatorname{card}\{i \in F: i<j\}} S_{j} x_{F} s_{F \backslash\{j\}}=x_{F} s_{F} & (j \in F), \\ (-1)^{\operatorname{card}\{i \in F: i<j\}} H_{j} x_{F} s_{F \cup\{j\}}=x_{F} s_{F} & (j \notin F),\end{cases}
$$

and so $H_{j} S_{j}+S_{j} H_{j}=I \quad(j=1, \ldots, n)$.
Further, for $i \neq j$, we have $H_{i} S_{j}+S_{j} H_{i}=0$. Indeed, if either $j \in F$ or $i \notin F$, then $\left(H_{i} S_{j}+S_{j} H_{i}\right) x s_{F}=0$. Suppose that $j \notin F$ and $i \in F$. Then

$$
x s_{F}=(-1)^{\operatorname{card}\{k \in F: k<i\}} x s_{i} \wedge s_{F \backslash\{i\}}
$$

and

$$
\begin{aligned}
\left(H_{i} S_{j}+S_{j} H_{i}\right) x s_{i} \wedge s_{F \backslash\{i\}} & =H_{i} x s_{j} \wedge s_{i} \wedge s_{F \backslash\{i\}}+S_{j} x s_{F \backslash\{i\}} \\
& =-x s_{j} \wedge s_{F \backslash\{i\}}+x s_{j} \wedge s_{F \backslash\{i\}}=0
\end{aligned}
$$

Suppose that $\sum_{i=1}^{n} A_{i} B_{i}=I$. As above, denote by the same symbols $B_{i}$ the operators acting on $\Lambda[s, X]$. Let $\varepsilon_{B}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ be the operator defined by $\varepsilon_{B}=\sum_{j=1}^{n} H_{j} B_{j}$. Then

$$
\begin{aligned}
\varepsilon_{B} \delta_{A}+\delta_{A} \varepsilon_{B} & =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(H_{j} B_{j} S_{i} A_{i}+S_{i} A_{i} H_{j} B_{j}\right) \\
& =\sum_{i=1}^{n}\left(H_{i} S_{i} B_{i} A_{i}+S_{i} H_{i} A_{i} B_{i}\right)+\sum_{i \neq j}\left(H_{j} S_{i}+S_{i} H_{j}\right) B_{j} A_{i} \\
& =\sum_{i=1}^{n} B_{i} A_{i}=I_{\Lambda[s, X]}
\end{aligned}
$$

Let $\psi \in \operatorname{Ker} \delta_{A}$. Then $\psi=\left(\varepsilon_{B} \delta_{A}+\delta_{A} \varepsilon_{B}\right) \psi=\delta_{A} \varepsilon_{B} \psi$, and so $\psi \in \operatorname{Ran} \delta_{A}$. Hence $\operatorname{Ker} \delta_{A}=\operatorname{Ran} \delta_{A}$ and the $n$-tuple $A$ is Taylor regular.
Theorem 4. The set of all commuting Taylor regular n-tuples is relatively open in the set of all commuting $n$-tuples.

Consequently, $\sigma_{T}(A)$ is a closed subset of $\mathbb{C}^{n}$.
Proof. Consider the sequence

$$
\Lambda[s, X] \xrightarrow{\delta_{A}} \Lambda[s, X] \xrightarrow{\delta_{A}} \Lambda[s, X]
$$

and apply Lemma 11.3.
Lemma 5. Let $Z_{1}, Z_{2}$ be Banach spaces, let $B: Z_{1} \rightarrow Z_{1}, D: Z_{1} \rightarrow Z_{2}$ and $C: Z_{2} \rightarrow Z_{2}$ be operators satisfying $D B=C D$, see the following diagram:


Suppose that $D Z_{1} \neq Z_{2}$. Then there exists a complex number $\lambda$ such that $D Z_{1}+$ $(C-\lambda) Z_{2} \neq Z_{2}$.

Proof. We reduce the statement of Lemma 5 to the projection property of the surjective spectrum. Consider the Banach space $Z=Z_{2} \oplus Z_{1} \oplus Z_{1} \oplus \cdots$ (for example with the $\ell^{1}$ norm) and operators $U, V \in \mathcal{B}(Z)$ given in the matrix form by

$$
U=\left(\begin{array}{ccccc}
0 & D & 0 & 0 & \cdots \\
0 & 0 & I & 0 & \\
0 & 0 & 0 & I & \\
\vdots & & & & \ddots
\end{array}\right) \quad \text { and } \quad V=\left(\begin{array}{cccc}
C & 0 & 0 & \cdots \\
0 & B & 0 & \\
0 & 0 & B & \\
\vdots & & & \ddots
\end{array}\right)
$$

It is easy to check that $U V=V U$. Furthermore, $U Z \neq Z$ since $D Z_{1} \neq Z_{2}$. By the projection property for the surjective spectrum, there exists $\lambda \in \mathbb{C}$ such that $U Z+(V-\lambda) Z \neq Z$. Since $U Z \supset 0 \oplus Z_{1} \oplus Z_{1} \oplus \cdots$, this is equivalent to the condition $D Z_{1}+(C-\lambda) Z_{2} \neq Z_{2}$.

To prove the projection property for the Taylor spectrum we are going to investigate the exactness of the Koszul complex in more details.

For $k=0, \ldots, n$ denote by $\Gamma_{k}^{(n)}$ the set of all commuting $n$-tuples of operators $A=\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{B}(X)^{n}$ such that the Koszul complex of $A$ is exact at $\Lambda^{k}(X)$, i.e., $\operatorname{Ran} \delta_{A}^{k-1}=\operatorname{Ker} \delta_{A}^{k}$. In agreement with our convention we set formally $\Gamma_{-1}^{(n)}$ to be the set of all commuting $n$-tuples of operators.

Proposition 6. Let $A_{0}, A_{1}, \ldots, A_{n}$ be commuting operators on a Banach space $X$, let $0 \leq k \leq n$ and $\left(A_{1}, \ldots, A_{n}\right) \notin \Gamma_{k}^{(n)}$. Then there exists $\lambda \in \mathbb{C}$ such that $\left(A_{0}-\lambda, A_{1}, \ldots, A_{n}\right) \notin \Gamma_{k+1}^{(n+1)}$.
Proof. Write for short $A=\left(A_{1}, \ldots, A_{n}\right), A_{\lambda}=\left(A_{0}-\lambda, A_{1}, \ldots, A_{n}\right) \quad(\lambda \in \mathbb{C})$ and $s=\left(s_{1}, \ldots, s_{n}\right)$. Suppose that $A \notin \Gamma_{k}^{(n)}$. We show that there is a $\lambda \in \mathbb{C}$ such that $\left(A_{0}-\lambda, A\right) \notin \Gamma_{k+1}^{(n+1)}$. Clearly, $A_{0} \operatorname{Ker} \delta_{A}^{k} \subset \operatorname{Ker} \delta_{A}^{k}$. Consider the following diagram


By Lemma 5 , there is a $\lambda \in \mathbb{C}$ such that $\operatorname{Ran} \delta_{A}^{k-1}+\left(A_{0}-\lambda\right) \operatorname{Ker} \delta_{A}^{k} \neq \operatorname{Ker} \delta_{A}^{k}$. We prove that $\operatorname{Ran} \delta_{A_{\lambda}}^{k} \neq \operatorname{Ran} \operatorname{Ker}_{A_{\lambda}}^{k+1}$.

Let $\psi \in \operatorname{Ker} \delta_{A}^{k} \backslash\left(\operatorname{Ran} \delta_{A}^{k-1}+\left(A_{0}-\lambda\right) \operatorname{Ker} \delta_{A}^{k}\right)$. Then

$$
\delta_{A_{\lambda}}^{k+1} S_{0} \psi=\left(\left(A_{0}-\lambda\right) S_{0}+\sum_{i=1}^{n} A_{i} S_{i}\right) S_{0} \psi=\sum_{i=1}^{n} A_{i} S_{i} S_{0} \psi=-S_{0} \delta_{A}^{k} \psi=0 .
$$

We show that $S_{0} \psi \notin \operatorname{Ran} \delta_{A_{\lambda}}^{k}$.

Suppose on the contrary that there is a $\varphi \in \Lambda^{k}\left[s_{0}, s, X\right]$ with $\delta_{A_{\lambda}}^{k} \varphi=S_{0} \psi$. Write $\varphi=S_{0} \varphi_{k-1}+\varphi_{k}$ for $\varphi_{k-1} \in \Lambda^{k-1}[s, X], \varphi_{k} \in \Lambda^{k}[s, X]$. Then $S_{0} \psi=\delta_{A_{\lambda}}^{k} \varphi=$ $S_{0}\left(-\delta_{A}^{k-1} \varphi_{k-1}+\left(A_{0}-\lambda\right) \varphi_{k}\right)+\delta_{A}^{k} \varphi_{k}$. Thus $\varphi_{k} \in \operatorname{Ker} \delta_{A}^{k}$ and $\psi=-\delta_{A} \varphi_{k-1}+$ $\left(A_{0}-\lambda\right) \varphi_{k} \in \operatorname{Ran} \delta_{A}^{k-1}+\left(A_{0}-\lambda\right) \operatorname{Ker} \delta_{A}^{k}$, which is a contradiction.
Proposition 7. Let $A_{1}, \ldots, A_{n}, A_{n+1}$ be commuting operators on a Banach space $X$, let $0 \leq k \leq n$. Suppose that $\left(A_{1}, \ldots, A_{n}\right) \in \Gamma_{k-1}^{(n)} \cap \Gamma_{k}^{(n)}$. Then

$$
\left(A_{1}, \ldots, A_{n}, A_{n+1}\right) \in \Gamma_{k}^{(n+1)}
$$

Proof. Write $A=\left(A_{1}, \ldots, A_{n}\right), s=\left(s_{1}, \ldots, s_{n}\right)$, and $A^{\prime}=\left(A_{1}, \ldots, A_{n}, A_{n+1}\right)$. Suppose that $\operatorname{Ker} \delta_{A}^{k-1}=\operatorname{Ran} \delta_{A}^{k-2}$ and $\operatorname{Ker} \delta_{A}^{k}=\operatorname{Ran} \delta_{A}^{k-1}$.

We prove that $\operatorname{Ker} \delta_{A^{\prime}}^{k} \subset \operatorname{Ran} \delta_{A^{\prime}}^{k-1}$ (the opposite inclusion is always true).
Let $\psi \in \operatorname{Ker} \delta_{A^{\prime}}^{k}$. Express $\psi=\eta_{k}+S_{n+1} \eta_{k-1}$ for some $\eta_{k} \in \Lambda^{k}[s, X]$ and $\eta_{k-1} \in \Lambda^{k-1}[s, X]$. Then
$0=\delta_{A^{\prime}}^{k} \psi=\sum_{i=1}^{n+1} A_{i} S_{i} \eta_{k}+\sum_{i=1}^{n} A_{i} S_{i} S_{n+1} \eta_{k-1}=\delta_{A}^{k} \eta_{k}+S_{n+1}\left(A_{n+1} \eta_{k}-\delta_{A}^{k-1} \eta_{k-1}\right)$.
Thus $\delta_{A}^{k} \eta_{k}=0$, and so $\eta_{k}=\delta_{A}^{k-1} \xi_{k-1}$ for some $\xi_{k-1} \in \Lambda^{k-1}\left[s_{1}, \ldots, s_{n}, X\right]$. Further,

$$
0=A_{n+1} \eta_{k}-\delta_{A}^{k-1} \eta_{k-1}=\delta_{A}^{k-1}\left(A_{n+1} \xi_{k-1}-\eta_{k-1}\right)
$$

and so $A_{n+1} \xi_{k-1}-\eta_{k-1}=\delta_{A}^{k-2} \xi_{k-2}$ for some $\xi_{k-2} \in \Lambda^{k-2}[s, X]$. Hence

$$
\begin{aligned}
\psi & =\eta_{k}+S_{n+1} \eta_{k-1}=\delta_{A}^{k-1} \xi_{k-1}+S_{n+1} A_{n+1} \xi_{k-1}-S_{n+1} \delta_{A}^{k-2} \xi_{k-2} \\
& =\delta_{A^{\prime}}^{k-1} \xi_{k-1}+\delta_{A^{\prime}}^{k-1} S_{n+1} \xi_{k-2} \in \operatorname{Ran} \delta_{A^{\prime}}^{k-1}
\end{aligned}
$$

Corollary 8. The Taylor spectrum is an upper semicontinuous spectral system.
Proof. By Propositions 6 and 7, the Taylor regular tuples of operators form a joint regularity. Thus the Taylor spectrum is a spectral system. The upper semicontinuity follows from Theorem 4.

In fact, we have proved more. For a fixed $k \geq 0$ and a commuting $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ of operators in $X$ define

$$
\sigma_{\delta, k}(A)=\left\{\lambda \notin \mathbb{C}^{n}: A-\lambda \notin \bigcap_{j=0}^{k} \Gamma_{n-j}^{(n)}\right\}
$$

where $A-\lambda=\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right)$. Clearly, the condition in the definition of $\sigma_{\delta, k}$ means the non-exactness of the Koszul complex at some of the last $k$ positions. By Remark 2 (iii), we have $\sigma_{\delta}(A)=\sigma_{\delta, 0}(A) \subset \sigma_{\delta, 1}(A) \subset \cdots \subset \sigma_{\delta, n}(A)=\sigma_{T}(A)$.

Dually we define

$$
\sigma_{\pi, k}(A)=\left\{\lambda \notin \mathbb{C}^{n}: A-\lambda \notin \bigcap_{j=0}^{k} \Gamma_{j}^{(n)} \text { or } \operatorname{Ran} \delta_{A}^{k} \text { is not closed }\right\}
$$

Evidently, $\sigma_{\pi}(A)=\sigma_{\pi, 0}(A) \subset \sigma_{\pi, 1}(A) \subset \cdots \subset \sigma_{\pi, n}(A)=\sigma_{T}(A)$.
Theorem 9. $\sigma_{\delta, k}$ and $\sigma_{\pi, k}$ are upper semicontinuous spectral systems for each $k \geq 0$.

Proof. By Propositions 6 and $7, \sigma_{\delta, k}$ is a spectral system. The upper semicontinuity follows from Lemma 11.3. The statements for $\sigma_{\pi, k}$ follow from the following duality result.

Theorem 10. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$ and let $0 \leq k \leq n$. Then:
(i) $\sigma_{\delta, k}\left(A_{1}^{*}, \ldots, A_{n}^{*}\right)=\sigma_{\pi, k}\left(A_{1}, \ldots, A_{n}\right)$;
(ii) $\sigma_{\pi, k}\left(A_{1}^{*}, \ldots, A_{n}^{*}\right)=\sigma_{\delta, k}\left(A_{1}, \ldots, A_{n}\right)$.

Proof. We may identify $\Lambda\left[s, X^{*}\right]$ with the dual of $\Lambda[s, X]$; the duality is given by the formula

$$
\left\langle x s_{F}, x^{*} s_{G}\right\rangle= \begin{cases}(-1)^{c(F)}\left\langle x, x^{*}\right\rangle & \text { if } G=\{1, \ldots, n\} \backslash F \\ 0 & \text { otherwise }\end{cases}
$$

where $c(F)=\sum_{i \in F}(i-1)$. For $1 \leq j \leq n$ denote by $S_{j, X} \quad\left(S_{j, X^{*}}\right)$ the left multiplication by $s_{j}$ in $\Lambda[s, X]$ and in $\Lambda\left[s, X^{*}\right]$, respectively, see (1). Let $x \in X$, $x^{*} \in X^{*}$ and $F, G \subset\{1, \ldots, n\}$. If $j \in F$ or $G \neq\{1, \ldots, j-1, j+1, \ldots, n\} \backslash F$, then

$$
\left\langle S_{j, X} x s_{F}, x^{*} s_{G}\right\rangle=0=\left\langle x s_{F}, S_{j, X} x^{*} s_{G}\right\rangle
$$

Suppose that $j \notin F$ and $G=\{1, \ldots, j-1, j+1, \ldots, n\} \backslash F$. Then

$$
\begin{aligned}
& \left\langle S_{j, X} x s_{F}, x^{*} s_{G}\right\rangle=(-1)^{\operatorname{card}\{i \in F: i<j\}}\left\langle x s_{F \cup\{j\}}, x^{*} s_{G}\right\rangle \\
& \quad=(-1)^{\operatorname{card}\{i \in F: i<j\}}(-1)^{c(F)+j-1}\left\langle x, x^{*}\right\rangle=(-1)^{\operatorname{card}\{i \in G: i<j\}}(-1)^{c(F)}\left\langle x, x^{*}\right\rangle \\
& \quad=(-1)^{\operatorname{card}\{i \in G: i<j\}}\left\langle x s_{F}, x^{*} s_{G \cup\{j\}}\right\rangle=\left\langle x s_{F}, S_{j, X^{*}} x^{*} s_{G}\right\rangle .
\end{aligned}
$$

Thus $\left(S_{j, X}\right)^{*}=S_{j, X^{*}}$ and $\left(\delta_{A}\right)^{*}=\delta_{A^{*}}$. More precisely, we have $\left(\Lambda^{p}[s, X]\right)^{*}=$ $\Lambda^{n-p}\left[s, X^{*}\right]$ and $\left(\delta_{A}^{p}\right)^{*}=\delta_{A^{*}}^{n-p}$.
Let $0 \leq k \leq n$. By Lemma 11.2, the following statements are equivalent:

- $A$ is $\sigma_{\pi, k}$ regular;
- the complex

$$
0 \rightarrow \Lambda^{0}[s, X] \xrightarrow{\delta_{A}^{0}} \Lambda^{1}[s, X] \xrightarrow{\delta_{A}^{1}} \cdots \xrightarrow{\delta_{A}^{n-1}} \Lambda^{n}[s, X] \rightarrow 0
$$

is exact at $\Lambda^{j}[s, X] \quad(j \leq k)$ and $\operatorname{Ran} \delta_{A}^{k}$ is closed;

- the complex

$$
0 \leftarrow \Lambda^{n}\left[s, X^{*}\right] \stackrel{\delta_{A^{*}}^{n-1}}{\stackrel{n}{4}} \Lambda^{n-1}\left[s, X^{*}\right] \stackrel{\delta_{A^{*}}^{n-2}}{\stackrel{( }{4}} \cdots \stackrel{\delta_{A^{*}}^{0}}{\leftrightarrows} \Lambda^{0}\left[s, X^{*}\right] \leftarrow 0
$$

is exact at $\Lambda^{j}\left[s, X^{*}\right] \quad(j \geq n-k)$;

- $A^{*}$ is $\sigma_{\delta, k}$-regular.

This proves (i).
The second statement can be proved similarly.
Proposition 11. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators acting on a Banach space $X$. Let $j \in\{1, \ldots, n\}$. Then $A_{j} \operatorname{Ker} \delta_{A} \subset \operatorname{Ran} \delta_{A}$.
Proof. Let $\psi \in \operatorname{Ker} \delta_{A}$. Write $\psi=s_{j} \wedge \psi_{1}+\psi_{2}$, where $\psi_{2}$ does not contain $s_{j}$. We have

$$
0=\delta_{A} \psi=s_{j} \wedge A_{j} \psi_{2}+\sum_{i \neq j} s_{i} \wedge s_{j} \wedge A_{i} \psi_{1}+\sum_{i \neq j} s_{i} \wedge A_{i} \psi_{2}
$$

In particular, $A_{j} \psi_{2}-\sum_{i \neq j} s_{i} \wedge A_{i} \psi_{1}=0$. Thus

$$
\delta_{A} \psi_{1}=s_{j} \wedge A_{j} \psi_{1}+\sum_{i \neq j} s_{i} \wedge A_{i} \psi_{1}=s_{j} \wedge A_{j} \psi_{1}+A_{j} \psi_{2}=A_{j} \psi
$$

Remark 12. The precise name of complex (2) is the cochain Koszul complex of $A$. It is possible to assign to a commuting $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{B}(X)^{n}$ also another "dual" complex (called the chain Koszul complex of $A$ ). As in the proof of Proposition 3, for $j=1, \ldots, n$ define operators $H_{j}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ by (3) and set $\varepsilon_{A}=\sum_{j=1}^{n} A_{j} H_{j}: \Lambda[s, X] \rightarrow \Lambda[s, X]$. Equivalently, for $1 \leq i_{1}<i_{2}<\cdots<$ $i_{p} \leq n$ we have

$$
\varepsilon_{A} x s_{i_{1}} \wedge \cdots \wedge s_{i_{p}}=\sum_{k=1}^{p}(-1)^{k-1} A_{i_{k}} x s_{i_{1}} \wedge \cdots \wedge \widehat{s_{i_{k}}} \wedge \cdots \wedge s_{i_{p}}
$$

where the hat denotes the omitted term.
It is easy to verify that $H_{j} B=B H_{j}$ for all $B \in \mathcal{B}(X)$ and $H_{i} H_{j}=$ $-H_{j} H_{i} \quad(1 \leq i, j \leq n)$. Thus $\left(\varepsilon_{A}\right)^{2}=0$. Clearly, $\varepsilon_{A} \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X]$ for all $p$, and so $\varepsilon_{A}$ defines a complex

$$
\begin{equation*}
0 \leftarrow \Lambda^{0}[s, X] \stackrel{\varepsilon_{A}^{0}}{\leftrightarrows} \Lambda^{1}[s, X] \stackrel{\varepsilon_{A}^{1}}{\leftarrow} \cdots \cdot \stackrel{\varepsilon_{A}^{n-1}}{\leftarrow} \Lambda^{n}[s, X] \leftarrow 0, \tag{4}
\end{equation*}
$$

where $\varepsilon_{A}^{p}$ is the restriction of $\varepsilon_{A}$ to $\Lambda^{p+1}[s, X] \quad(p=0, \ldots, n)$. Complex (4) is called the chain Koszul complex of $A$.

The chain complex can also be used for the definition of the Taylor spectrum of $A$ (in fact this was the original definition of Taylor). Fortunately, these two definitions coincide since the chain Koszul complex of $A$ is exact if and only if the cochain Koszul complex is exact.

To see this, denote by $J: \Lambda[s, X] \rightarrow \Lambda[s, X]$ the operator defined by

$$
J x s_{F}=(-1)^{c(F)} x s_{\bar{F}} \quad(x \in X, F \subset\{1, \ldots, n\}),
$$

where $c(F)=\sum_{i \in F}(i-1)$ and $\bar{F}=\{1, \ldots, n\} \backslash F$ denotes the complement of $F$. It is easy to see that $J$ is an invertible operator.

Let $x \in X$ and $F \subset\{1, \ldots, n\}$. If $j \notin F$, then $J H_{j} x s_{F}=0=S_{j} J x s_{F}$; if $j \in F$, then

$$
\begin{aligned}
S_{j} J x s_{F} & =(-1)^{c(F)} x s_{j} \wedge s_{\bar{F}}=(-1)^{c(F)}(-1)^{\operatorname{card}\{k \in \bar{F}: k<j\}} x s_{\bar{F} \cup\{j\}} \\
& =(-1)^{c(F \backslash\{j\})}(-1)^{\operatorname{card}\{k \in F: k<j\}} x s_{\bar{F} \cup\{j\}}=J H_{j} x s_{F} .
\end{aligned}
$$

Thus $S_{j} J=J H_{j} \quad(j=1, \ldots, n)$ and $\delta_{A} J=J \varepsilon_{A}$. Consequently, Ran $\delta_{A}=$ $\operatorname{Ran}\left(\delta_{A} J\right)=\operatorname{Ran}\left(J \varepsilon_{A}\right)=J \operatorname{Ran} \varepsilon_{A}, \operatorname{Ker} \varepsilon_{A}=\operatorname{Ker}\left(\delta_{A} J\right)=J^{-1} \operatorname{Ker} \delta_{A}$ and $\operatorname{Ker} \delta_{A}=J \operatorname{Ker} \varepsilon_{A}$. Thus $\operatorname{Ker} \delta_{A}=\operatorname{Ran} \delta_{A}$ if and only if $\operatorname{Ker} \varepsilon_{A}=\operatorname{Ran} \varepsilon_{A}$ and the exactness of both Koszul complexes is equivalent.

Note also that for $0 \leq p \leq n$ the exactness of one of the Koszul complexes at $\Lambda^{p}[s, X]$ is equivalent to the exactness of the other Koszul complex at $\Lambda^{n-p}[s, X]$.

## 26 Split spectrum

In this section we study a variant of the Taylor spectrum. The relation between the split spectrum and the Taylor spectrum is analogous to the relation between the left (right) spectrum and the approximate point (surjective) spectrum.

Definition 1. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. We say that $A$ is split regular if it is Taylor regular and the mapping $\delta_{A}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ has a generalized inverse.

The split spectrum $\sigma_{S}(A)$ is the set of all $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}$ such that the $n$-tuple $\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right)$ is not split regular.

The following result characterizes the split regular $n$-tuples of operators.
Proposition 2. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. The following conditions are equivalent:
(i) $A$ is split regular;
(ii) $A$ is Taylor regular and $\operatorname{Ker} \delta_{A}^{p}$ is a complemented subspace of $\Lambda^{p}[s, X]$ for each $p=0, \ldots, n-1$;
(iii) there exist operators $W_{1}, W_{2}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ such that $W_{1} \delta_{A}+\delta_{A} W_{2}=$ $I_{\Lambda[s, X]} ;$
(iv) there exists an operator $V: \Lambda[s, X] \rightarrow \Lambda[s, X]$ such that $V \delta_{A}+\delta_{A} V=I$, $V^{2}=0$ and $V \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X] \quad(p=0, \ldots, n)$. Equivalently, there are operators $V_{p}: \Lambda^{p+1}[s, X] \rightarrow \Lambda^{p}[s, X]$ (see the diagram below) such that
$V_{p-1} V_{p}=0$ and $V_{p} \delta_{A}^{p}+\delta_{A}^{p-1} V_{p-1}=I_{\Lambda^{p}[s, X]}$ for every $p$ (for $p=0$ and $p=n$ this reduces to $V_{0} \delta_{A}^{0}=I_{\Lambda^{0}[s, X]}$ and $\delta_{A}^{n-1} V_{n-1}=I_{\Lambda^{n}[s, X]}$, respectively).

$$
0 \rightarrow \Lambda^{0}[s, X] \underset{V_{0}}{\stackrel{\delta_{A}^{0}}{\leftrightarrows}} \Lambda^{1}[s, X] \underset{V_{1}}{\stackrel{\delta_{A}^{1}}{\leftrightarrows}} \cdots V_{n-1}^{\stackrel{\delta_{A}^{n-1}}{\leftrightarrows}} \Lambda^{n}[s, X] \rightarrow 0
$$

Proof. (iv) $\Rightarrow$ (iii) is clear.
(iii) $\Rightarrow$ (i): If $W_{1} \delta_{A}+\delta_{A} W_{2}=I$, then $\delta_{A} W_{1} \delta_{A}=\delta_{A}$, so $\delta_{A}$ has generalized inverse and $\operatorname{Ker} \delta_{A}$ is complemented. Furthermore, if $x \in \operatorname{Ker} \delta_{A}$, then $x=\delta_{A} W_{2} x \in \operatorname{Ran} \delta_{A}$, and so $\operatorname{Ker} \delta_{A}=\operatorname{Ran} \delta_{A}$. Hence $A$ is Taylor regular.
(i) $\Rightarrow$ (ii): Denote by $J_{p}: \Lambda^{p}[s, X] \rightarrow \Lambda[s, X]$ the natural embedding, let $Q_{p}: \Lambda[s, X] \rightarrow \Lambda^{p}[s, X]$ be the natural projection and let $P: \Lambda[s, X] \rightarrow \operatorname{Ker} \delta_{A}$ be a bounded projection onto $\operatorname{Ker} \delta_{A}$.

Clearly, $Q_{p}\left(\operatorname{Ker} \delta_{A}\right)=\operatorname{Ker} \delta_{A}^{p}$. Then $Q_{p} P J_{p}$ is a bounded projection from $\Lambda^{p}[s, X]$ onto $\operatorname{Ker} \delta_{A}^{p}$.
(ii) $\Rightarrow$ (iv): Let $M_{p}$ be a closed subspace of $\Lambda^{p}[s, X]$ such that $\operatorname{Ker} \delta_{A}^{p} \oplus M_{p}=$ $\Lambda^{p}[s, X]$. The operator $\delta_{A}^{p} \mid M_{p}: M_{p} \rightarrow \operatorname{Ran} \delta_{A}^{p}=\operatorname{Ker} \delta_{A}^{p+1}$ is a bijection. In the decompositions $\Lambda^{p}[s, X]=\operatorname{Ker} \delta_{A}^{p} \oplus M_{p}, \Lambda^{p+1}[s, X]=\operatorname{Ker} \delta_{A}^{p+1} \oplus M_{p+1}$ we have

$$
\delta_{A}^{p}=\begin{aligned}
& \operatorname{Rer} \delta_{A}^{p} \\
& \operatorname{Ran}_{p+1}^{p} \delta_{A}^{p} \\
& M_{p+1} \\
& 0
\end{aligned}\left(\begin{array}{cc}
\delta_{A}^{p} \mid M_{p} \\
0 & 0
\end{array}\right)
$$

Set

$$
\left.V_{p}=\begin{array}{l}
\operatorname{Ker} \delta_{A}^{p} \\
M_{p}
\end{array} \begin{array}{cc}
\operatorname{Ran} \delta_{A}^{p} & M_{p+1} \\
0 & 0 \\
\left(\delta_{A}^{p} \mid M_{p}\right)^{-1} & 0
\end{array}\right) .
$$

Then $V_{p-1} V_{p}=0$ since $\operatorname{Ran} V_{p} \subset M_{p} \subset \operatorname{Ker} V_{p-1}$. For $x \in M_{p}$ we have

$$
\left(V_{p} \delta_{A}^{p}+\delta_{A}^{p-1} V_{p-1}\right) x=V_{p} \delta_{A}^{p} x=x .
$$

For $x \in \operatorname{Ker} \delta_{A}^{p}$ we have

$$
\left(V_{p} \delta_{A}^{p}+\delta_{A}^{p-1} V_{p-1}\right) x=\delta_{A}^{p-1} V_{p-1} x=x
$$

Thus $V_{p} \delta_{A}^{p}+\delta_{A}^{p-1} V_{p-1}=I_{\Lambda^{p}[s, X]}$ for each $p$ (for $p=0$ and $p=n$ we set formally $V_{-1}=0$ and $V_{n}=0$ ).

Remark 3. For single operators on a Banach space the split spectrum coincides with the Taylor spectrum (and with the ordinary spectrum).

By Proposition 2 (ii), the split spectrum coincides with the Taylor spectrum also for $n$-tuples of commuting operators on a Hilbert space. For general Banach spaces the split spectrum differs from the Taylor spectrum, see C.26.1.

Theorem 4. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of commuting operators on a Banach space $X$. Then $\sigma_{S}(A) \subset \sigma^{\langle A\rangle}(A)$.

Proof. The result was essentially proved already in Proposition 25.3.
It is sufficient to show that if $(0, \ldots, 0) \notin \sigma^{\langle A\rangle}(A)$, then $A$ is split regular.
Suppose that there are operators $B_{1}, \ldots, B_{n}$ in the algebra generated by $A$ satisfying $\sum_{i=1}^{n} A_{i} B_{i}=I$. The operator $\varepsilon_{B}: \Lambda[s, X] \rightarrow \Lambda[s, X]$, see the proof of Proposition 25.3, satisfies $\varepsilon_{B} \delta_{A}+\delta_{A} \varepsilon_{B}=I$. By the previous theorem, this implies that $A$ is split regular.

More generally, it is possible to define analogues of the partial Taylor spectra $\sigma_{\pi, k}$ and $\sigma_{\delta, k}$.

Definition 5. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$, let $0 \leq k \leq n$. We say that $A$ is $\sigma_{l, k}$-regular if $\operatorname{Ker} \delta_{A}^{j}=$ $\operatorname{Ran} \delta_{A}^{j-1} \quad(j=0, \ldots, k)$ and the operators $\delta_{A}^{0}, \delta_{A}^{1}, \ldots, \delta_{A}^{k}$ have generalized inverses.

Dually, $A$ is called $\sigma_{r, k}$-regular if $\operatorname{Ker} \delta_{A}^{j}=\operatorname{Ran} \delta_{A}^{j-1} \quad(j=n-k, \ldots, n)$ and the operators $\delta_{A}^{n-k-1}, \delta_{A}^{n-k}, \ldots, \delta_{A}^{n-1}$ have generalized inverses.

Write

$$
\sigma_{l, k}(A)=\left\{\lambda \in \mathbb{C}^{n}:\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right) \text { is not } \sigma_{l, k} \text { regular }\right\}
$$

and

$$
\sigma_{r, k}(A)=\left\{\lambda \in \mathbb{C}^{n}:\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right) \text { is not } \sigma_{r, k} \text { regular }\right\}
$$

Then $\sigma_{l, k}(A) \supset \sigma_{\pi, k}(A)$ and $\sigma_{r, k}(A) \supset \sigma_{\delta, k}(A)$, and so all the sets $\sigma_{l, k}(A)$ and $\sigma_{r, k}$ are non-empty. Furthermore,

$$
\sigma_{l}(A)=\sigma_{l, 0}(A) \subset \sigma_{l, 1}(A) \subset \cdots \subset \sigma_{l, n}(A)=\sigma_{S}(A)
$$

and

$$
\sigma_{r}(A)=\sigma_{r, 0}(A) \subset \sigma_{r, 1}(A) \subset \cdots \subset \sigma_{r, n}(A)=\sigma_{S}(A)
$$

To characterize the spectra $\sigma_{l, k}$ and $\sigma_{r, k}$, we need the following modification of Proposition 2:

Lemma 6. Let $X, Y, Z$ be Banach spaces, and let $A_{1}: X \rightarrow Y, A_{2}: Y \rightarrow Z$ be operators satisfying $A_{2} A_{1}=0$. The following statements are equivalent:
(i) $A_{1}$ and $A_{2}$ have generalized inverses and $\operatorname{Ran} A_{1}=\operatorname{Ker} A_{2}$;
(ii) there exist operators $V_{1}: Y \rightarrow X$ and $V_{2}: Z \rightarrow Y$ such that $A_{1} V_{1}+V_{2} A_{2}=$ $I_{Y}$;
(iii) there exist operators $V_{1}: Y \rightarrow X$ and $V_{2}: Z \rightarrow Y$ satisfying $V_{1} V_{2}=0$ and $A_{1} V_{1}+V_{2} A_{2}=I_{Y}$.

Proof. (iii) $\Rightarrow$ (ii): Clear.
(ii) $\Rightarrow$ (i): If we multiply the relation $A_{1} V_{1}+V_{2} A_{2}=I_{Y}$ by $A_{2}$ from the left-hand side (by $A_{1}$ from the right-hand side), then we get $A_{2} V_{2} A_{2}=A_{2}$ and $A_{1} V_{1} A_{1}=A_{1}$. Thus $A_{1}$ and $A_{2}$ have generalized inverses.

Furthermore, if $y \in \operatorname{Ker} A_{2}$, then $y=A_{1} V_{1} y \in \operatorname{Ran} A_{1}$, and so $\operatorname{Ran} A_{1}=$ $\operatorname{Ker} A_{2}$.
(i) $\Rightarrow$ (iii): As in the proof of Proposition 2.

The next result shows the relations between the partial Taylor and split spectra of an $n$-tuple $A$ and left (right) multiplication operators $L_{A}$ and $R_{A}$. It is a generalization of Theorem 9.26.

Theorem 7. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of commuting operators on a Banach space $X$. Then, for all $k, 0 \leq k \leq n$ :
(i) $\sigma_{r, k}(A)=\sigma_{\delta, k}\left(L_{A}\right)=\sigma_{r, k}\left(L_{A}\right)$;
(ii) $\sigma_{l, k}(A)=\sigma_{\delta, k}\left(R_{A}\right)=\sigma_{r, k}\left(R_{A}\right)$.

In particular, $\sigma_{S}(A)=\sigma_{T}\left(L_{A}\right)=\sigma_{S}\left(L_{A}\right)=\sigma_{T}\left(R_{A}\right)=\sigma_{S}\left(R_{A}\right)$.
Proof. (i) For $\psi=\sum_{F \subset\{1, \ldots, n\}} T_{F} s_{F} \in \Lambda[s, \mathcal{B}(X)]$ and $x \in X$ it is natural to define $\psi x \in \Lambda[s, X]$ by $\psi x=\sum_{F \subset\{1, \ldots, n\}}\left(T_{F} x\right) s_{F}$. With this notation we have $\left(\delta_{L_{A}} \psi\right) x=\delta_{A}(\psi x)$.
(i.1) Suppose that $A$ is $\sigma_{r, k}$-regular and let $n-k \leq p \leq n$. By Lemma 6, there are operators $V_{p-1}: \Lambda^{p}[s, X] \rightarrow \Lambda^{p-1}[s, X]$ and $V_{p}: \Lambda^{p+1}[s, X] \rightarrow \Lambda^{p}[s, X]$ satisfying $\delta_{A}^{p-1} V_{p-1}+V_{p} \delta_{A}^{p}=I_{\Lambda^{p}[s, X]}$, see the diagram below.

$$
\begin{equation*}
\Lambda^{p-1}[s, X] \underset{V_{p-1}}{\stackrel{\delta_{A}^{p-1}}{\rightleftarrows}} \Lambda^{p}[s, X] \underset{V_{p}}{\stackrel{\delta_{A}^{p}}{\leftrightarrows}} \Lambda^{p+1}[s, X] \tag{1}
\end{equation*}
$$

For $q=p-1, p$ express $V_{q}$ in the matrix form as

$$
\begin{equation*}
V_{q}\left(\sum_{\operatorname{card} G=q+1} x_{G} s_{G}\right)=\sum_{\operatorname{card} G=q+1} \sum_{\operatorname{card} F=q} V_{F, G} x_{G} s_{F}, \tag{2}
\end{equation*}
$$

where $V_{G, F} \in \mathcal{B}(X)$ are uniquely determined operators.
Define operators $W_{q}: \Lambda^{q+1}[s, \mathcal{B}(X)] \rightarrow \Lambda^{q}[s, \mathcal{B}(X)]$ as the multiplication by the matrices defining $V_{q}$. More precisely,

$$
W_{q}\left(\sum_{\operatorname{card} G=q+1} T_{G} s_{G}\right)=\sum_{\operatorname{card} G=q+1} \sum_{\operatorname{card} F=q} V_{F, G} T_{G} s_{F}
$$

for $q=p-1, p, T_{G} \in \mathcal{B}(X)$. So $\left(W_{q} \psi\right) x=V_{q}(\psi x)$ for all $x \in X$. It is easy to verify that $\delta_{L_{A}}^{p-1} W_{p-1}+W_{p} \delta_{L_{A}}^{p}=I_{\Lambda^{p}[s, \mathcal{B}(X)]}$.

Consequently, if $A$ is $\sigma_{r, k}$-regular, then $L_{A}$ is $\sigma_{r, k}$-regular. So

$$
\sigma_{r, k}(A) \supset \sigma_{r, k}\left(L_{A}\right) \supset \sigma_{\delta, k}\left(L_{A}\right)
$$

(i.2) We prove by induction on $k$ that if $L_{A}$ is $\sigma_{\delta, k}$-regular, then $A$ is $\sigma_{r, k}$-regular. For $k=0$ this was proved in Theorem 9.26.

Let $k \geq 1$ and suppose that $L_{A}$ is $\sigma_{\delta, k}$-regular. By the induction hypothesis, $A$ is $\sigma_{r, k-1}$-regular. In particular, $\delta_{A}^{n-k}$ has generalized inverse, and so there exists an operator $V_{n-k}: \Lambda^{n-k+1}[s, X] \rightarrow \Lambda^{n-k}[s, X]$ such that $\delta_{A}^{n-k} V_{n-k} \delta_{A}^{n-k}=\delta_{A}^{n-k}$. It is sufficient to show that there is an operator $V_{n-k-1}: \Lambda^{n-k}[s, X] \rightarrow \Lambda^{n-k-1}[s, X]$ (see the diagram below) such that $\delta_{A}^{n-k-1} V_{n-k-1}+V_{n-k} \delta_{A}^{n-k}=I_{\Lambda^{n-k}[s, X]}$.

$$
\Lambda^{n-k-1}[s, X] \underset{V_{n-k-1}}{\stackrel{\delta_{A}^{n-k-1}}{\rightleftarrows}} \Lambda^{n-k}[s, X] \underset{V_{n-k}}{\stackrel{\delta_{A}^{n-k}}{\rightleftarrows}} \Lambda^{n-k+1}[s, X]
$$

Set $U=I-V_{n-k} \delta_{A}^{n-k}: \Lambda^{n-k}[s, X] \rightarrow \Lambda^{n-k}[s, X]$. Express $U$ in the matrix form as

$$
\begin{equation*}
U x s_{G}=\sum_{\operatorname{card} G^{\prime}=n-k} U_{G^{\prime}, G} x s_{G^{\prime}} \quad(x \in X, \operatorname{card} G=n-k), \tag{3}
\end{equation*}
$$

where $U_{G^{\prime}, G} \in \mathcal{B}(X)$.
For each $G$ with card $G=n-k$ set $\psi_{G}=\sum_{\text {card } G^{\prime}=n-k} U_{G^{\prime}, G} s_{G^{\prime}} \in \Lambda^{k}[s, \mathcal{B}(X)]$. Then $\psi_{G} x=U\left(x s_{G}\right)$ for all $x \in X$ and $\left(\delta_{L_{A}} \psi_{G}\right) x=\delta_{A}\left(\psi_{G} x\right)=\delta_{A} U x s_{G}=0$. So $\psi_{G} \in \operatorname{Ker} \delta_{L_{A}}^{n-k}=\operatorname{Ran} \delta_{L_{A}}^{n-k-1}$. Therefore there is an $\eta_{G} \in \Lambda^{n-k-1}[s, \mathcal{B}(X)]$ such that $\delta_{L_{A}}^{n-k-1} \eta_{G}=\psi_{G}$. Let $V_{n-k-1}^{A}: \Lambda^{n-k}[s, X] \rightarrow \Lambda^{n-k-1}[s, X]$ be the operator defined by $V_{n-k-1} x s_{G}=\eta_{G} x$. We have

$$
\delta_{A}^{n-k-1} V_{n-k-1} x s_{G}=\delta_{A}^{n-k-1}\left(\eta_{G} x\right)=\left(\delta_{L_{A}}^{n-k-1} \eta_{G}\right) x=\psi_{G} x=U x s_{G} .
$$

Thus $\delta_{A}^{n-k-1} V_{n-k-1}=U=I-V_{n-k} \delta_{A}^{n-k}$ and $A$ is $\sigma_{r, k}$-regular.
By Lemma 6, this implies that $\sigma_{r, k}(A) \subset \sigma_{\delta, k}\left(L_{A}\right)$, which finishes the proof of (i).
(ii) The proof of the second statement is similar to part (i). Since the left spectra of $A$ correspond the the right spectra of $R_{A}$, we use instead of the cochain Koszul complex of $R_{A}$ rather the chain Koszul complex, see Remark 25.12. Recall the operators $\varepsilon_{R_{A}}^{q}: \Lambda^{q+1}[s, \mathcal{B}(X)] \rightarrow \Lambda^{q}[s, \mathcal{B}(X)]$ defined in Proposition 25.3,

$$
\varepsilon_{R_{A}}^{q} T s_{F}=\sum_{i \in F} T A_{i}(-1)^{\operatorname{card}\{j \in F: j<i\}} s_{F \backslash\{i\}}
$$

for $T \in \mathcal{B}(X), F \subset\{1, \ldots, n\}, \operatorname{card} F=q+1$.
(ii.1) Let $0 \leq p \leq n$ and suppose that there are operators $V_{p-1}: \Lambda^{p}[s, X] \rightarrow$ $\Lambda^{p-1}[s, X]$ and $V_{p}: \Lambda^{p+1}[s, X] \rightarrow \Lambda^{p}[s, X]$ satisfying $\delta_{A}^{p-1} V_{p-1}+V_{p} \delta_{A}^{p}=I_{\Lambda^{p}[s, X]}$,
see (1). Express $V_{p-1}$ and $V_{p}$ in the matrix form (2). For all $x \in X$ and $G \subset$ $\{1, \ldots, n\}, \operatorname{card} G=p$ we have

$$
\begin{aligned}
x s_{G}=\left(\delta_{A}^{p-1} V_{p-1}+V_{p} \delta_{A}^{p}\right) x s_{G}= & \delta_{A}^{p-1} \sum_{\operatorname{card} F=p-1} V_{F, G} x s_{F}+V_{p} \sum_{i \notin G} A_{i} x s_{i} \wedge s_{G} \\
= & \sum_{i \notin F \operatorname{card} F=p-1} \sum_{i} A_{F, G} x s_{i} \wedge s_{F}
\end{aligned}+\sum_{\operatorname{card} G^{\prime}=p} \sum_{i \notin G} V_{G^{\prime}, G \cup\{i\}} A_{i}(-1)^{\operatorname{card}\{j \in G: j<i\}} x s_{G^{\prime}} .
$$

so

$$
\begin{align*}
& \sum_{i \in G^{\prime}} A_{i} V_{G^{\prime} \backslash\{i\}, G}(-1)^{\operatorname{card}\left\{j \in G^{\prime}: j<i\right\}} \\
& \quad+\sum_{i \notin G} V_{G^{\prime}, G \cup\{i\}} A_{i}(-1)^{\operatorname{card}\{j \in G: j<i\}}= \begin{cases}I & G=G^{\prime}, \\
0 & G \neq G^{\prime} .\end{cases} \tag{4}
\end{align*}
$$

Define operators $W_{p-1}$ and $W_{p}$ (see the diagram below) by

$$
\begin{aligned}
W_{q} T s_{G}= & \sum_{\operatorname{card} F=q+1} T V_{G, F} s_{F} \quad(q=p-1, p, T \in \mathcal{B}(X), \operatorname{card} G=q) \\
& \Lambda^{p-1}[s, \mathcal{B}(X)] \underset{\varepsilon_{R_{A}}^{p-1}}{\stackrel{W_{p-1}}{\rightleftarrows}} \Lambda^{p}[s, \mathcal{B}(X)] \underset{\varepsilon_{R_{A}}^{p}}{\stackrel{W_{p}}{\rightleftarrows}} \Lambda^{p+1}[s, \mathcal{B}(X)]
\end{aligned}
$$

By (4), we have

$$
\begin{aligned}
& \left(W_{p-1} \varepsilon_{R_{A}}^{p-1}+\varepsilon_{R_{A}}^{p} W_{p}\right) T s_{G} \\
& =W_{p-1} \sum_{i \in G}(-1)^{\operatorname{card}\{j \in G: j<i\}} T A_{i} s_{G \backslash\{i\}}+\varepsilon_{R_{A}}^{p} \sum_{\operatorname{card} F=p+1} T V_{G, F} s_{F} \\
& =\sum_{\operatorname{card} G^{\prime}=p} \sum_{i \in G}(-1)^{\operatorname{card}\{j \in G: j<i\}} T A_{i} V_{G \backslash\{i\}, G^{\prime}} s_{G^{\prime}} \\
& \quad+\sum_{i \in F} \sum_{\operatorname{card} F=p+1} T V_{G, F} A_{i} s_{F \backslash\{i\}}(-1)^{\operatorname{card}\{j \in F: j<i\}} \\
& =\sum_{\operatorname{card} G^{\prime}=p} T\left(\sum_{i \in G} A_{i} V_{G \backslash\{i\}, G^{\prime}}(-1)^{\operatorname{card}\{j \in G: j<i\}}\right. \\
& \\
& \left.\quad+\sum_{i \notin G^{\prime}} V_{G, G^{\prime} \cup\{i\}} A_{i}(-1)^{\operatorname{card}\left\{j \in G^{\prime}: j<i\right\}}\right) s_{G^{\prime}} .
\end{aligned}
$$

By (4), the last expression is equal to $T s_{G}$, and so $W_{p-1} \varepsilon_{R_{A}}^{p-1}+\varepsilon_{R_{A}}^{p} W_{p}=I_{\Lambda^{p}[s, \mathcal{B}(X)]}$. This implies that $\sigma_{r, k}\left(R_{A}\right) \subset \sigma_{l, k}(A)$.
(ii.2) We prove by induction on $k$ that the $\sigma_{\delta, k}$-regularity of $R_{A}$ implies the $\sigma_{l, k^{-}}$ regularity of $A$. For $k=0$ this was proved in Theorem 9.26.

Let $k \geq 1$ and let $R_{A}$ be $\sigma_{\delta, k}$-regular. By the induction hypothesis, $A$ is $\sigma_{l, k-1}$-regular. In particular, $\delta_{A}^{k-1}$ has a generalized inverse, and so there exists an operator $V_{k-1}: \Lambda^{k}[s, X] \rightarrow \Lambda^{k-1}[s, X]$ such that $\delta_{A}^{k-1} V_{k-1} \delta_{A}^{k-1}=\delta_{A}^{k-1}$. It is sufficient to show that there is an operator $V_{k}: \Lambda^{k+1}[s, X] \rightarrow \Lambda^{k}[s, X]$ such that $V_{k} \delta_{A}^{k}+\delta_{A}^{k-1} V_{k-1}=I_{\Lambda^{k}[s, X]}$.

Set $U=I-\delta_{A}^{k-1} V_{k-1}: \Lambda^{k}[s, X] \rightarrow \Lambda^{k}[s, X]$. Express $U$ in the matrix form by

$$
\begin{equation*}
U x s_{G}=\sum_{\operatorname{card} G^{\prime}=k} U_{G^{\prime}, G} x s_{G^{\prime}} \quad(x \in X, \operatorname{card} G=k) . \tag{5}
\end{equation*}
$$

For $x \in X$ and $\operatorname{card} F=k-1$ we have

$$
\begin{aligned}
0=U \delta_{A}^{k-1} x s_{F} & =U \sum_{i \notin F} A_{i} x s_{i} \wedge s_{F} \\
& =\sum_{\operatorname{card} G^{\prime}=k} \sum_{i \notin F}(-1)^{\operatorname{card}\{j \in F: j<i\}} U_{G^{\prime}, F \cup\{i\}} A_{i} x s_{G^{\prime}}
\end{aligned}
$$

Hence

$$
\begin{equation*}
\sum_{i \notin F}(-1)^{\operatorname{card}\{j \in F: j<i\}} U_{G^{\prime}, F \cup\{i\}} A_{i}=0 \tag{6}
\end{equation*}
$$

for all $G^{\prime}, F \subset\{1, \ldots, n\}$ with card $G^{\prime}=k$ and $\operatorname{card} F=k-1$. For each $G$ with $\operatorname{card} G=k$ define $\psi_{G} \in \Lambda^{k}[s, \mathcal{B}(X)]$ by $\psi_{G}=\sum_{\text {card } G^{\prime}=k} U_{G, G^{\prime}} s_{G^{\prime}}$. Then, by (6),

$$
\begin{aligned}
& \varepsilon_{R_{A}} \psi_{G}=\sum_{\operatorname{card} G^{\prime}=k} \sum_{i \in G^{\prime}} U_{G, G^{\prime}} A_{i} s_{G^{\prime} \backslash\{i\}}(-1)^{\operatorname{card}\left\{j \in G^{\prime}: j<i\right\}} \\
&=\sum_{\operatorname{card} F=k-1}\left(\sum_{i \notin F} U_{G, F \cup\{i\}} A_{i}(-1)^{\operatorname{card}\{j \in F: j<i\}}\right) s_{F}=0 .
\end{aligned}
$$

Thus $\psi_{G} \in \operatorname{Ker} \varepsilon_{R_{A}}^{k-1}=\operatorname{Ran} \varepsilon_{R_{A}}^{k}$ and therefore $\varepsilon_{R_{A}}^{k} \eta_{G}=\psi_{G}$ for some $\eta_{G}=$ $\sum_{\text {card } K=k+1} T_{G, K} s_{K} \in \Lambda^{k+1}[s, \mathcal{B}(X)]$. For each $G$ with $\operatorname{card} G=k$ we have

$$
\begin{aligned}
\sum_{\operatorname{card} G^{\prime}=k} U_{G, G^{\prime}} s_{G^{\prime}} & =\psi_{G}=\varepsilon_{R_{A}}^{k} \eta_{G}=\varepsilon_{R_{A}}^{k} \sum_{\operatorname{card} K=k+1} T_{G, K} s_{K} \\
& =\sum_{\operatorname{card} K=k+1} \sum_{i \in K} T_{G, K} A_{i} s_{K \backslash\{i\}}(-1)^{\operatorname{card}\{j \in K: j<i\}}
\end{aligned}
$$

Hence, for all $G, G^{\prime}$ with $\operatorname{card} G=\operatorname{card} G^{\prime}=k$, we have

$$
\begin{equation*}
U_{G, G^{\prime}}=\sum_{i \notin G^{\prime}} T_{G, G^{\prime} \cup\{i\}} A_{i}(-1)^{\operatorname{card}\left\{j \in G^{\prime}: j<i\right\}} \tag{7}
\end{equation*}
$$

Define $V_{k}: \Lambda^{k+1}[s, X] \rightarrow \Lambda^{k}[s, X]$ by $V_{k} x s_{K}=\sum_{\text {card } G=k} T_{G, K} x s_{G}$. For $x \in X$ and card $G^{\prime}=k$ we have, using (6) and (5),

$$
\begin{aligned}
V_{k} \delta_{A}^{k} x s_{G^{\prime}} & =V_{k} \sum_{i \notin G^{\prime}} A_{i} x s_{i} \wedge s_{G^{\prime}} \\
& =\sum_{\operatorname{card} G=k} \sum_{i \notin G^{\prime}} T_{G, G^{\prime} \cup\{i\}} A_{i}(-1)^{\operatorname{card}\left\{j \in G^{\prime}: j<i\right\}} x s_{G} \\
& =\sum_{\operatorname{card} G=k} U_{G, G^{\prime}} x s_{G}=U x s_{G^{\prime}} .
\end{aligned}
$$

Hence $V_{k} \delta_{A}^{k}=U$ and $\delta_{A}^{k-1} V_{k-1}+V_{k} \delta_{A}^{k}=I_{\Lambda^{k}[s, X]}$. Thus $A$ is $\sigma_{l, k}$-regular. Hence $\sigma_{l, k}(A) \subset \sigma_{\delta, k}\left(R_{A}\right) \subset \sigma_{r, k}\left(R_{A}\right)$, which finishes the proof.

Corollary 8. $\sigma_{r, k}, \sigma_{l, k}$ and $\sigma_{S}$ are upper semicontinuous spectral systems for all $k$, $0 \leq k \leq n$.

Proof. The statement follows from Theorem 7 and from the corresponding statements for $\sigma_{\delta, k}$ and $\sigma_{\pi, k}$.

Proposition 9. Let $\mathcal{A}$ be a commutative Banach algebra and $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}^{n}$. Let $L_{a}=\left(L_{a_{1}}, \ldots, L_{a_{n}}\right) \in \mathcal{B}(\mathcal{A})^{n}$, where $L_{a_{j}}: \mathcal{A} \rightarrow \mathcal{A}$ is defined by $L_{a_{j}} b=$ $a_{j} b \quad(b \in \mathcal{A}, j=1, \ldots, n)$. Then $\sigma_{T}\left(L_{a}\right)=\sigma_{S}\left(L_{a}\right)=\sigma(a)$.
Proof. If $0 \notin \sigma(a)$, then $\sum a_{i} b_{i}=1_{\mathcal{A}}$ for some $b_{i} \in \mathcal{A}$. Then $\sum L_{a_{i}} L_{b_{i}}=I_{\mathcal{A}}$, and so $L_{a}$ is split regular by the proof of Theorem 4. So $\sigma_{S}\left(L_{a}\right) \subset \sigma(a)$.

Conversely, by Theorem 9.26, $\sigma(a)=\sigma_{r}(a)=\sigma_{\delta}\left(L_{a}\right) \subset \sigma_{T}\left(L_{a}\right) \subset \sigma_{S}\left(L_{a}\right)$.

## 27 Some non-linear results

A great advantages of Hilbert spaces is the existence of projections onto all closed subspaces. In general Banach spaces it is sometimes possible to use non-linear techniques instead of it. We have already used the Borsuk antipodal theorem; in this section we give several other results which are based essentially on the Michael selection theorem, see Appendix A.4. Some applications in operator theory will be given in this and the subsequent sections.

Definition 1. Let $X, Y$ be Banach spaces. Denote by $\mathcal{H}(X, Y)$ the set of all continuous mappings $f: X \rightarrow Y$ that are homogeneous (i.e., $f(\alpha x)=\alpha f(x)$ for all $\alpha \in \mathbb{C}$ and $x \in X)$. Write for short $\mathcal{H}(X)$ instead of $\mathcal{H}(X, X)$.

Let $f \in \mathcal{H}(X, Y)$. The continuity of $f$ at 0 implies that $f$ is bounded, i.e., $\sup \{\|f(x)\|: x \in X,\|x\| \leq 1\}<\infty$. Clearly, $\mathcal{H}(X, Y)$ with this norm is a Banach space and $\mathcal{B}(X, Y) \subset \mathcal{H}(X, Y)$.

Lemma 2. Let $X, Y$ be Banach spaces. For each $x \in X$ let $G(x) \subset Y$ be a nonempty closed convex set such that the mapping $x \mapsto G(x)$ is lower semicontinuous and $\bigcup\{G(x): x \in X,\|x\|=1\}$ is a bounded subset of $Y$.

Suppose further that $G(\alpha x)=\alpha G(x)$ for all $x \in X$ and $\alpha \in \mathbb{C}$. Then there exists a mapping $g \in \mathcal{H}(X, Y)$ such that $g(x) \in G(x)$ for all $x \in X$.

Proof. Let $S_{X}$ be the unit sphere in $X$. By Micheal's theorem (see Theorem A.4.5) there exists a continuous selection $f: S_{X} \rightarrow Y$ satisfying $f(x) \in G(x)$ for all $x \in S_{X}$. For $x \in S_{X}$ set

$$
g(x)=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-i t} f\left(e^{i t} x\right) \mathrm{d} t
$$

We have $e^{-i t} f\left(e^{i t} x\right) \in e^{-i t} G\left(e^{i t} x\right)=G(x)$. Since $G(x)$ is closed and convex, $g(x)$ (as a limit of convex combinations) also belongs to $G(x)$. Evidently, $g: S_{X} \rightarrow Y$ is continuous by the Lebesgue dominated convergence theorem. It is easy to see that $g(\lambda x)=\lambda g(x)$ for all $x \in S_{X}$ and $\lambda \in \mathbb{C},|\lambda|=1$.

Extend $g$ to $X$ by $g(0)=0$ and $g(x)=\|x\| \cdot g\left(\frac{x}{\|x\|}\right) \quad(x \neq 0)$. It is easy to see that $g$ is continuous and satisfies all the conditions required.

Theorem 3. (Bartle-Graves) Let $M$ be a closed subspace of a Banach space $X$ and let $\varepsilon>0$. Then there exists $h \in \mathcal{H}(X / M, X)$ such that $\|h\|<1+\varepsilon$ and $h(x+M) \in x+M$ for each class $x+M \in X / M$.

Proof. For $x+M \in X / M, x+M \neq M$ set

$$
G(x+M)=\{u \in X: u \in x+M,\|u\|<(1+\varepsilon)\|x+M\|\}^{-} .
$$

Let $G(M)=\{0\}$. Clearly, $G(\alpha x+M)=\alpha G(x+M)$ and $G(x+M)$ is a non-empty closed convex subset of $X$ for all $x \in X$ and $\alpha \in \mathbb{C}$.

We show that the mapping $G$ is lower semicontinuous. Clearly, $G$ is lower semicontinuous at $M$. Let $x \in X \backslash M$ and let $U$ be an open subset of $X$ with $U \cap G(x+M) \neq \emptyset$. Find $u \in U$ such that $u \in x+M$ and $\|u\|<(1+\varepsilon)\|x+M\|$.

Let $\delta$ be a positive number satisfying $\{v \in X:\|v-u\|<\delta\} \subset U$ and $\|u\|<(1+\varepsilon)(\|x+M\|-2 \delta)$. If $\xi \in X / M$ satisfies $\|\xi-(x+M)\|<\delta$, then there exists $x^{\prime} \in \xi$ such that $\left\|x^{\prime}-x\right\|<\delta$. Then $x^{\prime}+u-x \in \xi$ and $\left\|\left(x^{\prime}+u-x\right)-u\right\|=$ $\left\|x^{\prime}-x\right\|<\delta$, and so $x^{\prime}+u-x \in U$. Further,

$$
\begin{aligned}
& \left\|x^{\prime}+u-x\right\| \leq\|u\|+\left\|x^{\prime}-x\right\|<(1+\varepsilon)(\|x+M\|-2 \delta)+\delta \\
& \leq(1+\varepsilon)(\|x+M\|-\delta \|) \leq(1+\varepsilon)\|\xi\| .
\end{aligned}
$$

Thus $x^{\prime}+u-x \in U \cap G(\xi)$ and $G$ is lower semicontinuous.
By the previous lemma, there exists a homogeneous continuous selection $h: X / M \rightarrow X$. Clearly, $h$ satisfies all the conditions required.

Corollary 4. Let $M$ be a closed subspace of a Banach space $X$ and let $\varepsilon>0$. Then there exists a continuous homogeneous mapping $p: X \rightarrow M$ such that $\|x-p x\| \leq(1+\varepsilon)$ dist $\{x, M\}$ and $p(x+m)=p(x)+m$ for all $x \in X$ and $m \in M$.

In particular, $p m=m$ for all $m \in M$, and so $p$ is a (non-linear) projection onto $M$.

Proof. Let $h: X / M \rightarrow X$ be the mapping constructed in Theorem 3. So $h(x+$ $M) \in x+M$ and $\|h(x+M)\| \leq(1+\varepsilon)\|x+M\|$ for all $x+M \in X / M$. Set $p x=x-h Q x$ where $Q: X \rightarrow X / M$ is the canonical projection. Then $\|x-p x\|=$ $\|h Q x\| \leq(1+\varepsilon)\|Q x\|=(1+\varepsilon) \operatorname{dist}\{x, M\}$. For $x \in X$ and $m \in M$ we have $p(x+m)=x+m-h Q(x+m)=x+m-h Q x=p x+m$.

Proposition 5. Let $X, Y$ be Banach spaces and let $T: X \rightarrow Y$ be a bounded linear operator with closed range. Then:
(i) if $f \in \mathcal{H}(Y)$ satisfies $f(Y) \subset \operatorname{Ran} T$, then there exists $g \in \mathcal{H}(Y, X)$ such that $f=T g$. In particular, if $T$ is onto, then there exists $g \in \mathcal{H}(Y, X)$ such that $T g=I_{Y} ;$
(ii) if $T \in \mathcal{B}(X, Y)$ is bounded below, then there exists $g \in \mathcal{H}(Y, X)$ such that $g T=I_{X}$.

Proof. (i) Let $h: X / \operatorname{Ker} T \rightarrow X$ be the selection given by the Bartle-Graves theorem. Let $T_{0}: X / \operatorname{Ker} T \rightarrow \operatorname{Ran} T$ be the operator induced by $T$. Set $g=$ $h T_{0}^{-1} f$. For $y \in Y$ we have $T g y=T h T_{0}^{-1} f y=f y$, and so $T g=f$.
(ii) Let $T \in \mathcal{B}(X, Y)$ be bounded below. Let $p \in \mathcal{H}(Y)$ be the non-linear projection onto Ran $T$ constructed in Corollary 4. Then $T^{-1} p \in \mathcal{H}(Y, X)$ is the required non-linear left inversion of $T$.

By the preceding proposition, the operators that are bounded below or onto become one-sided invertible if we admit non-linear mappings. In the same way, the Taylor regular $n$-tuples of operators get the split property.

Proposition 6. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. Then $A$ is Taylor regular if and only if there are mappings $V_{i} \in \mathcal{H}\left(\Lambda^{i+1}[s, X], \Lambda^{i}[s, X]\right) \quad(i=0, \ldots, n-1)$ such that

$$
\begin{aligned}
& V_{0} \delta_{A}^{0}=I_{\Lambda^{0}[s, X]}, \\
& V_{j} \delta_{A}^{j}+\delta_{A}^{j-1} V_{j-1}=I_{\Lambda^{j}[s, X]} \quad(j=1, \ldots, n-1), \\
& \delta_{A}^{n-1} V_{n-1}=I_{\Lambda^{n}[s, X]} .
\end{aligned}
$$

Proof. Suppose that the mappings $V_{i}$ satisfy the conditions of the theorem. Let $\psi \in \operatorname{Ker} \delta_{A}^{j}$. Then $\psi=\left(V_{j} \delta_{A}^{j}+\delta_{A}^{j-1} V_{j-1}\right) \psi=\delta_{A}^{j-1} V_{j-1} \psi \in \operatorname{Ran} \delta_{A}^{j-1}$ (note that the same relation also holds for $j=0, n)$. Hence $A$ is Taylor regular.

Conversely, suppose that $A$ is Taylor regular. Since $\delta_{A}^{n-1}$ is onto, by Proposition 5 there exists $V_{n-1} \in \mathcal{H}\left(\Lambda^{n}[s, X], \Lambda^{n-1}[s, X]\right)$ satisfying $\delta_{A}^{n-1} V_{n-1}=I$.

We construct the mappings $V_{j}$ inductively. Suppose that $1 \leq j \leq n-1$ and the mappings $V_{j}$ and $V_{j+1}$ satisfy $V_{j+1} \delta_{A}^{j+1}+\delta_{A}^{j} V_{j}=I$ (for $j=n-1$ set formally $V_{n}=0$ ). We have

$$
\delta_{A}^{j}\left(I-V_{j} \delta_{A}^{j}\right)=\delta_{A}^{j}-\delta_{A}^{j} V_{j} \delta_{A}^{j}=\delta_{A}^{j}-\left(I-V_{j+1} \delta_{A}^{j+1}\right) \delta_{A}^{j}=0,
$$

and so, by Proposition 5 , there exists $V_{j-1} \in \mathcal{H}\left(\Lambda^{j}[s, X], \Lambda^{j-1}[s, X]\right)$ such that $\delta_{A}^{j-1} V_{j-1}=I-V_{j} \delta_{A}^{j}$, i.e., $V_{j} \delta_{A}^{j}+\delta_{A}^{j-1} V_{j-1}=I$.

At the end, suppose that $V_{0} \in \mathcal{H}\left(\Lambda^{1}[s, X], \Lambda^{0}[s, X]\right)$ satisfies $V_{1} \delta_{A}^{1}+\delta_{A}^{0} V_{0}=I$. Then $\delta_{A}^{0}=\delta_{A}^{0} V_{0} \delta_{A}^{0}$. Since $\delta_{A}^{0}$ is injective, we have $V_{0} \delta_{A}^{0}=I$.

Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. By Theorem 26.7, $\sigma_{T}\left(L_{A}\right)=\sigma_{S}(A)$, where $L_{A}=\left(L_{A_{1}}, \ldots, L_{A_{n}}\right)$ and $L_{A_{j}}$ are the operators of left multiplication by $A_{j}$ on $\mathcal{B}(X)$.

The situation changes if we consider the operators of left multiplication acting on $\mathcal{H}(X)$.

Let $L_{A}^{\prime}=\left(L_{A_{1}}^{\prime}, \ldots, L_{A_{n}}^{\prime}\right)$, where $L_{A_{i}}^{\prime} f=A_{i} f \quad(f \in \mathcal{H}(X), i=1, \ldots, n)$. Then $L_{A}^{\prime}$ is an $n$-tuple of commuting operators acting on $\mathcal{H}(X)$.

Corollary 7. $\sigma_{T}\left(L_{A}^{\prime}\right)=\sigma_{T}(A)$.
Proof. It is sufficient to show that $A$ is Taylor regular if and only if $L_{A}^{\prime}$ is Taylor regular. We can consider an element $\varphi \in \Lambda[s, \mathcal{H}(X)]$ as a continuous homogeneous mapping $\varphi: X \rightarrow \Lambda[s, X]$. With this convention we have $\left(\delta_{L_{A}^{\prime}} \varphi\right) x=\delta_{A}(\varphi(x))$ for all $x \in X$.

Let $A$ be Taylor regular. Let $V_{j}(0 \leq j \leq n-1)$ be the mappings constructed in Proposition 6. Define $V \in \mathcal{H}(\Lambda[s, X])$ by $V\left(\bigoplus_{i=0}^{n} \psi_{i}\right)=\bigoplus_{i=0}^{n} V_{i-1} \psi_{i}$. Then $V \delta_{A}+\delta_{A} V=I_{\Lambda[s, X]}$. If we lift $V$ naturally to a mapping acting on $\Lambda[s, \mathcal{H}(X)]$, we have $V \delta_{L_{A}^{\prime}}+\delta_{L_{A}^{\prime}} V=I_{\Lambda[s, \mathcal{H}(X)]}$. Let $\psi \in \operatorname{Ker} \delta_{L_{A}^{\prime}}$. Then $\psi=\left(\delta_{L_{A}^{\prime}} V+V \delta_{L_{A}^{\prime}}\right) \psi=$ $\delta_{L_{A}^{\prime}} V \psi \in \operatorname{Ran} \delta_{L_{A}^{\prime}}$.

Conversely, suppose that $A$ is not Taylor regular. Then there exists $\psi \in$ $\operatorname{Ker} \delta_{A} \backslash \operatorname{Ran} \delta_{A}$. Let $x^{*} \in X^{*}$ be any non-zero functional and let $\varphi \in \Lambda[s, \mathcal{H}(X)]$ be defined by $\varphi(x)=x^{*}(x) \cdot \psi \quad(x \in X)$. For each $x \in X$ we have $\left(\delta_{L_{A}^{\prime}} \varphi\right)(x)=$ $\delta_{A} \varphi(x)=x^{*}(x) \cdot \delta_{A} \psi=0$. Hence $\varphi \in \operatorname{Ker} \delta_{L_{A}^{\prime}}$ and similarly one can show that $\varphi \notin \operatorname{Ran} \delta_{L_{A}^{\prime}}$.

The next result is a generalization of Corollary 10.10.
Theorem 8. Let $R, R_{1}, N, N_{1}$ be closed subspaces of a Banach space $X$ and let $R \subset N$. Suppose that $\delta\left(R, R_{1}\right)+\delta\left(N_{1}, N\right)+\delta\left(R, R_{1}\right) \delta\left(N_{1}, N\right)<1$. Then

$$
\operatorname{dim} N_{1} /\left(R_{1} \cap N_{1}\right) \leq \operatorname{dim} N / R+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right)
$$

In particular, if also $R_{1} \subset N_{1}$, then $\operatorname{dim} N_{1} / R_{1} \leq \operatorname{dim} N / R$. Consequently, if $R \subset N, R_{1} \subset N_{1}, \widehat{\delta}\left(R, R_{1}\right)<1 / 3$ and $\widehat{\delta}\left(N_{1}, N\right)<1 / 3$, then $\operatorname{dim} N_{1} / R_{1}=$ $\operatorname{dim} N / R$.

Proof. Suppose on the contrary that $\delta\left(R, R_{1}\right)+\delta\left(N_{1}, N\right)+\delta\left(R, R_{1}\right) \delta\left(N_{1}, N\right)<1$ and

$$
\operatorname{dim} N_{1} /\left(R_{1} \cap N_{1}\right)>\operatorname{dim} N / R+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right)
$$

Let $\varepsilon$ be a positive number small enough (the exact condition on $\varepsilon$ will be clear from the proof). Let $Q_{R}: N \rightarrow N / R$ and $Q_{N_{1} \cap R_{1}}: R_{1} \rightarrow R_{1} /\left(N_{1} \cap R_{1}\right)$ be the canonical projections, let $h: N_{1} /\left(N_{1} \cap R_{1}\right) \rightarrow N_{1}$ be the mapping constructed in Theorem 3 (in particular, $h\left(n_{1}+\left(N_{1} \cap R_{1}\right)\right) \in n_{1}+\left(N_{1} \cap R_{1}\right)$ and $\left\|h\left(n_{1}+\left(N_{1} \cap R_{1}\right)\right)\right\| \leq$ $(1+\varepsilon)\left\|n_{1}+\left(N_{1} \cap R_{1}\right)\right\|$ for all $\left.n_{1} \in N_{1}\right)$ and let $p_{N}: X \rightarrow N, p_{R_{1}}: X \rightarrow R_{1}$ be the continuous non-linear projections constructed in Corollary 4 (in particular, $\left\|x-p_{N} x\right\| \leq(1+\varepsilon) \operatorname{dist}\{x, N\},\left\|x-p_{R_{1}} x\right\| \leq(1+\varepsilon) \operatorname{dist}\left\{x, R_{1}\right\}$ for all $\left.x \in X\right)$.

Let $\Phi: N_{1} /\left(N_{1} \cap R_{1}\right) \rightarrow N / R \oplus R_{1} /\left(N_{1} \cap R_{1}\right)$ be the mapping defined by

$$
\Phi(\xi)=Q_{R} p_{N} h(\xi) \oplus Q_{N_{1} \cap R_{1}} p_{R_{1}} h(\xi) \quad\left(\xi \in N_{1} /\left(N_{1} \cap R_{1}\right)\right)
$$

Clearly, $\Phi$ is a continuous homogeneous mapping. By the Borsuk antipodal theorem, there exists $\xi \in N_{1} /\left(N_{1} \cap R_{1}\right)$ such that $\|\xi\|=1$ and $\Phi(\xi)=0$. Set $x=h(\xi) \in N_{1}$. Then $\|x\| \leq 1+\varepsilon, Q_{R} p_{N} x=0$ and $Q_{N_{1} \cap R_{1}} p_{R_{1}} x=0$; so $p_{N} x \in R$ and $p_{R_{1}} x \in N_{1} \cap R_{1}$.

We have

$$
\left\|x-p_{N} x\right\| \leq(1+\varepsilon) \operatorname{dist}\{x, N\} \leq(1+\varepsilon)\|x\| \delta\left(N_{1}, N\right) \leq(1+\varepsilon)^{2} \delta\left(N_{1}, N\right)
$$

and $\left\|p_{N} x\right\| \leq\|x\|+\left\|x-p_{N} x\right\| \leq 1+\varepsilon+(1+\varepsilon)^{2} \delta\left(N_{1}, N\right)$. Thus

$$
\begin{aligned}
1 & =\|\xi\|=\operatorname{dist}\left\{x, N_{1} \cap R_{1}\right\} \leq\left\|x-p_{R_{1}} x\right\| \leq(1+\varepsilon) \operatorname{dist}\left\{x, R_{1}\right\} \\
& \leq(1+\varepsilon)\left(\left\|x-p_{N} x\right\|+\operatorname{dist}\left\{p_{N} x, R_{1}\right\}\right) \\
& \leq(1+\varepsilon)^{3} \delta\left(N_{1}, N\right)+(1+\varepsilon)\left\|p_{N} x\right\| \delta\left(R, R_{1}\right) \\
& \leq(1+\varepsilon)^{3}\left(\delta\left(N_{1}, N\right)+\delta\left(R, R_{1}\right)+\delta\left(N_{1}, N\right) \delta\left(R, R_{1}\right)\right)<1
\end{aligned}
$$

for $\varepsilon$ small enough. This gives a contradiction.
The assumption $R \subset N$ in the preceding theorem is not necessary. First, we replace this condition by the assumption $R{ }^{e} \subset N$.
Theorem 9. Let $R, N$ be closed subspaces of a Banach space $X$, let $R \stackrel{e}{\subset} N$. Then there exists $\varepsilon>0$ such that, for all closed subspaces $R_{1}$ and $N_{1}$ of $X$ with $\delta\left(R, R_{1}\right)<\varepsilon$ and $\delta\left(N_{1}, N\right)<\varepsilon$, we have

$$
\operatorname{dim} N_{1} /\left(R_{1} \cap N_{1}\right)+\operatorname{dim} R /(R \cap N) \leq \operatorname{dim} N /(R \cap N)+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right)
$$

Proof. For $R \subset N$ this was proved in the previous theorem. We reduce the general situation to this case.

Choose a finite-dimensional subspace $F \subset R$ such that $(R \cap N) \oplus F=R$. Let $\operatorname{dim} F=k<\infty$ and let $f_{1}, \ldots, f_{k}$ be a basis in $F$ with $\left\|f_{1}\right\|=\cdots=\left\|f_{k}\right\|=1$. Clearly, $F \cap N=\{0\}$.

For $f=\sum_{i=1}^{k} \alpha_{i} f_{i} \in F$ where $\alpha_{i} \in \mathbb{C}$ consider three norms: $\|f\|$, $\operatorname{dist}\{f, N\}$ and $\sum_{i=1}^{k}\left|\alpha_{i}\right|$. Since these three norms are equivalent, there exists $c>0$ such that

$$
c \cdot \sum_{i=1}^{k}\left|\alpha_{i}\right| \leq \operatorname{dist}\left\{\sum_{i=1}^{k} \alpha_{i} f_{i}, N\right\} \leq\left\|\sum_{i=1}^{k} \alpha_{i} f_{i}\right\| \leq \sum_{i=1}^{k}\left|\alpha_{i}\right|
$$

for all $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{C}$. Clearly, $c \leq 1$.
Set $\varepsilon=\frac{c}{8}$. Let $R_{1}$ and $N_{1}$ be closed subspaces of $X$ such that $\delta\left(R, R_{1}\right)<\varepsilon$ and $\delta\left(N_{1}, N\right)<\varepsilon$.

For $i=1, \ldots, k$ find elements $g_{i} \in R_{1}$ such that $\left\|f_{i}-g_{i}\right\|<\varepsilon$. Then $\left\|g_{i}\right\|<$ $1+\varepsilon \quad(i=1, \ldots, k)$.

Denote by $G$ the subspace of $R_{1}$ generated by $g_{1}, \ldots, g_{k}$.
We prove that the elements $g_{1}, \ldots, g_{k}$ are linearly independent modulo $N_{1}$. Suppose that $\sum_{i=1}^{k} \alpha_{i} g_{i} \in N_{1}$ for some $\alpha_{i} \in \mathbb{C}$. Then

$$
\begin{aligned}
\sum_{i=1}^{k}\left|\alpha_{i}\right| & \leq c^{-1} \operatorname{dist}\left\{\sum_{i=1}^{k} \alpha_{i} f_{i}, N\right\} \leq c^{-1}\left(\sum_{i=1}^{k}\left|\alpha_{i}\right|\left\|f_{i}-g_{i}\right\|+\operatorname{dist}\left\{\sum_{i=1}^{k} \alpha_{i} g_{i}, N\right\}\right) \\
& \leq c^{-1} \varepsilon \sum_{i=1}^{k}\left|\alpha_{i}\right|+c^{-1}\left\|\sum_{i=1}^{k} \alpha_{i} g_{i}\right\| \cdot \delta\left(N_{1}, N\right) \\
& \leq\left(\frac{\varepsilon}{c}+\frac{\varepsilon(1+\varepsilon)}{c}\right) \cdot \sum_{i=1}^{k}\left|\alpha_{i}\right| \leq \frac{1}{2} \sum_{i=1}^{k}\left|\alpha_{i}\right|,
\end{aligned}
$$

and so $\alpha_{1}=\cdots=\alpha_{k}=0$. In particular, $\operatorname{dim} G=k$ and $G \cap N_{1}=\{0\}$.
Write $N^{\prime}=N+F$ and $N_{1}^{\prime}=N_{1}+G$. Then $N^{\prime}=N+R \supset R$.
We prove that $\delta\left(N_{1}^{\prime}, N^{\prime}\right)<3 / 4$. Let $n_{1}+\sum_{i=1}^{k} \alpha_{i} g_{i} \in N_{1}^{\prime}$, where $n_{1} \in N_{1}$, $\alpha_{i} \in \mathbb{C}(i=1, \ldots, k)$, and $\left\|n_{1}+\sum_{i=1}^{k} \alpha_{i} g_{i}\right\|=1$. Then

$$
\left\|n_{1}\right\| \leq 1+(1+\varepsilon) \sum_{i=1}^{k}\left|\alpha_{i}\right|
$$

There exists $n \in N$ such that $\left\|n_{1}-n\right\| \leq \varepsilon\left\|n_{1}\right\| \leq \varepsilon+\varepsilon(1+\varepsilon) \sum_{i=1}^{k}\left|\alpha_{i}\right|$. We have

$$
\begin{aligned}
c \sum_{i=1}^{k}\left|\alpha_{i}\right| & \leq \operatorname{dist}\left\{\sum_{i=1}^{k} \alpha_{i} f_{i}, N\right\} \leq\left\|\sum_{i=1}^{k} \alpha_{i} f_{i}+n\right\| \\
& \leq\left\|\sum_{i=1}^{k} \alpha_{i}\left(f_{i}-g_{i}\right)\right\|+\left\|\sum_{i=1}^{k} \alpha_{i} g_{i}+n_{1}\right\|+\left\|n-n_{1}\right\| \\
& \leq \varepsilon \sum_{i=1}^{k}\left|\alpha_{i}\right|+1+\varepsilon+\varepsilon(1+\varepsilon) \sum_{i=1}^{k}\left|\alpha_{i}\right| \leq 1+\varepsilon+3 \varepsilon \sum_{i=1}^{k}\left|\alpha_{i}\right| .
\end{aligned}
$$

Thus

$$
\sum_{i=1}^{k}\left|\alpha_{i}\right| \leq \frac{1+\varepsilon}{c-3 \varepsilon} \leq \frac{1}{4 \varepsilon}
$$

and

$$
\begin{aligned}
\operatorname{dist}\left\{n_{1}+\sum_{i=1}^{k} \alpha_{i} g_{i}, N^{\prime}\right\} & \leq\left\|n_{1}-n\right\|+\left\|\sum_{i=1}^{k} \alpha_{i}\left(f_{i}-g_{i}\right)\right\| \\
& \leq \varepsilon+\varepsilon(1+\varepsilon) \sum_{i=1}^{k}\left|\alpha_{i}\right|+\varepsilon \sum_{i=1}^{k}\left|\alpha_{i}\right|<\frac{11}{16}
\end{aligned}
$$

Hence $\delta\left(N_{1}^{\prime}, N^{\prime}\right)<3 / 4$ and

$$
\delta\left(N_{1}^{\prime}, N^{\prime}\right)+\delta\left(R, R_{1}\right)+\delta\left(N_{1}^{\prime}, N^{\prime}\right) \delta\left(R, R_{1}\right)<1
$$

By Theorem 8, we have

$$
\begin{equation*}
\operatorname{dim} N_{1}^{\prime} /\left(R_{1} \cap N_{1}^{\prime}\right) \leq \operatorname{dim} N^{\prime} / R+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}^{\prime}\right) \tag{1}
\end{equation*}
$$

By Lemma 21.1,

$$
\begin{align*}
\operatorname{dim} N_{1} /\left(R_{1} \cap N_{1}\right) & =\operatorname{dim}\left(N_{1}+R_{1}\right) / R_{1} \\
& =\operatorname{dim}\left(N_{1}^{\prime}+R_{1}\right) / R_{1}=\operatorname{dim} N_{1}^{\prime} /\left(R_{1} \cap N_{1}^{\prime}\right) \tag{2}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{dim} N /(R \cap N)=\operatorname{dim}(N+R) / R=\operatorname{dim} N^{\prime} / R \tag{3}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\operatorname{dim} R /(R \cap N)=k \tag{4}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right) & =\operatorname{dim}\left(N_{1}+R_{1}\right) / N_{1} \\
& =\operatorname{dim}\left(N_{1}+R_{1}\right) /\left(N_{1}+G\right)+\operatorname{dim}\left(N_{1}+G\right) / N_{1}  \tag{5}\\
& =\operatorname{dim}\left(N_{1}^{\prime}+R_{1}\right) / N_{1}^{\prime}+k=\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}^{\prime}\right)+k
\end{align*}
$$

Thus, by (1)-(5), we have

$$
\begin{aligned}
\operatorname{dim} & N_{1} /\left(R_{1} \cap N_{1}\right)+\operatorname{dim} R /(R \cap N) \\
& =\operatorname{dim} N_{1}^{\prime} /\left(R_{1} \cap N_{1}^{\prime}\right)+k \\
& \leq \operatorname{dim} N^{\prime} / R+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}^{\prime}\right)+k \\
& =\operatorname{dim} N /(R \cap N)+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right) .
\end{aligned}
$$

The assumption $R \subset N$ in the previous theorem can be omitted. To show this, recall the construction of Section 17. Let $m(X) \subset \ell^{\infty}(X)$ be the subspace of all totally bounded sequences.

We need the following lemma.
Lemma 10. Let $M, L$ be closed subspaces of a Banach space $X$. Let $\widehat{M}=\ell^{\infty}(M)+$ $m(X)$ and $\widehat{L}=\ell^{\infty}(L)+m(X)$ be the corresponding subspaces of $\ell^{\infty}(X)$. Then $\delta(\widehat{M}, \widehat{L}) \leq 2 \delta(M, L)$.
Proof. Let $\tilde{x}=\left(x_{i}\right) \in \widehat{M},\|\tilde{x}\|=\sup \left\|x_{i}\right\|=1$. We can write $x_{i}=m_{i}+g_{i}$, where $m_{i} \in M$ and $\left(g_{i}\right) \in m(X)$. Let $\varepsilon>0$. Then there is a finite set $F=\left\{f_{1}, \ldots, f_{n}\right\}$ and indices $j_{i} \in\{1, \ldots, n\}$ such that $\left\|g_{i}-f_{j_{i}}\right\|<\varepsilon$. Replacing $f_{j}$ by some $f_{j}^{\prime} \in$ $f_{j}+M$ if necessary, we can assume that $\left\|f_{j}\right\|<(1+\varepsilon) \operatorname{dist}\left\{f_{j}, M\right\} \quad(j=1, \ldots, n)$. Thus we have

$$
\begin{aligned}
& \left\|f_{j_{i}}\right\|<(1+\varepsilon) \operatorname{dist}\left\{f_{j_{i}}, M\right\} \leq(1+\varepsilon)\left\|f_{j_{i}}+m_{i}\right\| \\
& \leq(1+\varepsilon)\left(\left\|f_{j_{i}}-g_{i}\right\|+\left\|x_{i}\right\|\right) \leq(1+\varepsilon)^{2}
\end{aligned}
$$

and so $\left\|m_{i}\right\|=\left\|x_{i}-g_{i}\right\| \leq\left\|x_{i}\right\|+\left\|g_{i}-f_{j_{i}}\right\|+\left\|f_{j_{i}}\right\| \leq 1+\varepsilon+(1+\varepsilon)^{2}$. Thus there are $l_{i} \in L$ with $\left\|m_{i}-l_{i}\right\| \leq 2(1+\varepsilon)^{2} \delta(M, L)$. Let $\tilde{y}=\left(l_{i}+g_{i}\right) \in \ell^{\infty}(L)+m(X)$. Then $\|\tilde{x}-\tilde{y}\|=\sup \left\|m_{i}-l_{i}\right\| \leq 2(1+\varepsilon)^{2} \delta(M, L)$ and so $\delta(\widehat{M}, \widehat{L}) \leq 2(1+\varepsilon)^{2} \delta(M, L)$. Letting $\varepsilon \rightarrow 0$ gives $\delta(\widehat{M}, \widehat{L}) \leq 2 \delta(M, L)$.

Theorem 11. Let $R, N$ be closed subspaces of a Banach space $X$. Then there exists $\varepsilon>0$ such that

$$
\operatorname{dim} N_{1} /\left(R_{1} \cap N_{1}\right)+\operatorname{dim} R /(N \cap R) \leq \operatorname{dim} N /(N \cap R)+\operatorname{dim} R_{1} /\left(R_{1} \cap N_{1}\right)
$$

for all closed subspaces $R_{1}, N_{1} \subset X$ with $\delta\left(R, R_{1}\right)<\varepsilon$ and $\delta\left(N_{1}, N\right)<\varepsilon$.
Proof. If $R \stackrel{e}{\subset} N$, then the statement (i) was proved in Theorem 9.
Suppose that $\operatorname{dim} R /(N \cap R)=\infty$. Let $N_{1}, R_{1} \subset X$ be closed subspaces satisfying $\delta\left(R, R_{1}\right)<1 / 6$ and $\delta\left(N_{1}, N\right)<1 / 6$.

It is sufficient to show that $\operatorname{dim}{\underset{e}{e}}_{N}^{e} /(N \cap R)+\operatorname{dim} R_{1} /\left(N_{1} \cap R_{1}\right)=\infty$. Suppose on the contrary that $R_{1} \stackrel{e}{\subset} N_{1}$ and $N \stackrel{e}{\subset} R$.

Set

$$
\begin{aligned}
\widehat{N} & =\ell^{\infty}(N)+m(X) \\
\widehat{R} & =\ell^{\infty}(R)+m(X) \\
\widehat{N}_{1} & =\ell^{\infty}\left(N_{1}\right)+m(X), \\
\widehat{R}_{1} & =\ell^{\infty}\left(R_{1}\right)+m(X)
\end{aligned}
$$

By Lemma 17.2, $\widehat{R_{1}} \subset \widehat{N_{1}}$ and $\widehat{N} \subset \widehat{R}$. By Lemma $10, \delta\left(\widehat{R}, \widehat{R_{1}}\right)<1 / 3$ and $\delta\left(\widehat{N_{1}}, \widehat{N}\right)<1 / 3$. Thus

$$
\begin{aligned}
\delta(\widehat{R}, \widehat{N}) & \leq \delta\left(\widehat{R}, \widehat{R_{1}}\right)+\delta\left(\widehat{R_{1}}, \widehat{N}\right)+\delta\left(\widehat{R}, \widehat{R_{1}}\right) \delta\left(\widehat{R_{1}}, \widehat{N}\right) \\
& <1 / 3+4 / 3 \delta\left(\widehat{R_{1}}, \widehat{N}\right) \leq 1 / 3+4 / 3 \delta\left(\widehat{N_{1}}, \widehat{N}\right) \leq 1 / 3+4 / 9<1
\end{aligned}
$$

Therefore $\widehat{N}=\widehat{R}$. Since $N \stackrel{e}{\subset} R$, Lemma 17.2 implies that $R \stackrel{e}{=} N$, a contradiction.

## 28 Taylor functional calculus for the split spectrum

The most important property of the Taylor spectrum is the existence of the functional calculus for functions analytic on a neighbourhood of the Taylor spectrum.

As the construction of the Taylor functional calculus is rather technical, in this section we introduce a simpler version for functions analytic on a neighbourhood of the split spectrum. Since the split spectrum contains the Taylor spectrum, this split Taylor functional calculus is less rich. However, the construction of the calculus is much simpler.

Note that for Hilbert space operators the split spectrum coincides with the Taylor spectrum and so the corresponding functional calculi also coincide. The split functional calculus is also sufficient for the construction of the functional calculus in commutative Banach algebras, cf. Section 2.

Theorem 1. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators in a Banach space $X$. Suppose that $A$ is split regular, i.e., $\operatorname{Ker} \delta_{A}=\operatorname{Ran} \delta_{A}$ and $\delta_{A}$ has a generalized inverse. Then there exists a neighbourhood $U$ of 0 in $\mathbb{C}^{n}$ and an analytic function $V: U \rightarrow \mathcal{B}(\Lambda[s, X])$ such that $V(\lambda) \delta_{A-\lambda}+\delta_{A-\lambda} V(\lambda)=I_{\Lambda[s, X]}$ for every $\lambda \in U$.

Moreover, we may assume that $V(\lambda)^{2}=0 \quad(\lambda \in U)$ and

$$
V(\lambda) \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X] \quad(\lambda \in U, p=0, \ldots, n)
$$

Proof. By Proposition 26.2, there exists an operator $V: \Lambda[s, X] \rightarrow \Lambda[s, X]$ such that $V^{2}=0, \delta_{A} V+V \delta_{A}=I_{\Lambda[s, X]}$, and $V \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X]$ for every $p$.

For $\lambda \in \mathbb{C}^{n}$ write $H_{\lambda}=\delta_{A-\lambda}-\delta_{A}$. Let $U$ be the set of all $\lambda \in \mathbb{C}^{n}$ such that $\left\|H_{\lambda}\right\|<\|V\|^{-1}$. Clearly, $U$ is a neighbourhood of 0 in $\mathbb{C}^{n}$ and, for $\lambda \in U$, the operators $I+H_{\lambda} V$ and $I+V H_{\lambda}$ are invertible. We have $V\left(I+H_{\lambda} V\right)=\left(I+V H_{\lambda}\right) V$, and so $\left(I+V H_{\lambda}\right)^{-1} V=V\left(I+H_{\lambda} V\right)^{-1}$. For $\lambda \in U$ set $V(\lambda)=\left(I+V H_{\lambda}\right)^{-1} V$. Then

$$
\begin{aligned}
& \delta_{A-\lambda} V(\lambda)+V(\lambda) \delta_{A-\lambda} \\
& =\left(\delta_{A}+H_{\lambda}\right) V\left(I+H_{\lambda} V\right)^{-1}+\left(I+V H_{\lambda}\right)^{-1} V\left(\delta_{A}+H_{\lambda}\right) \\
& =\left(I+V H_{\lambda}\right)^{-1}\left(\left(I+V H_{\lambda}\right)\left(\delta_{A}+H_{\lambda}\right) V\right. \\
& \left.\quad+V\left(\delta_{A}+H_{\lambda}\right)\left(I+H_{\lambda} V\right)\right)\left(I+H_{\lambda} V\right)^{-1} .
\end{aligned}
$$

The expression in the middle is equal to

$$
\begin{aligned}
& \delta_{A} V+H_{\lambda} V+V H_{\lambda} \delta_{A} V+V H_{\lambda}^{2} V+V \delta_{A}+V H_{\lambda}+V \delta_{A} H_{\lambda} V+V H_{\lambda}^{2} V \\
& =\left(I+V H_{\lambda}\right)\left(I+H_{\lambda} V\right)+V\left(H_{\lambda} \delta_{A}+\delta_{A} H_{\lambda}+H_{\lambda}^{2}\right) V \\
& =\left(I+V H_{\lambda}\right)\left(I+H_{\lambda} V\right)+V\left(\left(\delta_{A}+H_{\lambda}\right)^{2}-\left(\delta_{A}\right)^{2}\right) V=\left(I+V H_{\lambda}\right)\left(I+H_{\lambda} V\right)
\end{aligned}
$$

since $\left(\delta_{A}\right)^{2}=0$ and $\left(\delta_{A}+H_{\lambda}\right)^{2}=\left(\delta_{A-\lambda}\right)^{2}=0$. Thus

$$
\delta_{A-\lambda} V(\lambda)+V(\lambda) \delta_{A-\lambda}=I_{\Lambda[s, X]} \quad(\lambda \in U)
$$

Further,

$$
V(\lambda)^{2}=\left(I+V H_{\lambda}\right)^{-1} V \cdot V\left(I+H_{\lambda} V\right)^{-1}=0
$$

Finally, $V(\lambda)=\sum_{i=0}^{\infty}(-1)^{i}\left(V H_{\lambda}\right)^{i} V$ where

$$
\left(V H_{\lambda}\right) \Lambda^{p}[s, X] \subset \Lambda^{p}[s, X] \quad(p=0, \ldots, n)
$$

and so

$$
V(\lambda) \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X] \quad(\lambda \in U, p=0, \ldots, n)
$$

Corollary 2. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Let $G=\mathbb{C}^{n} \backslash \sigma_{S}(A)$. Then there exists an operator-valued $C^{\infty}$-function $V: G \rightarrow \mathcal{B}(\Lambda[s, X])$ such that $\delta_{A-\lambda} V(\lambda)+V(\lambda) \delta_{A-\lambda}=I_{\Lambda[s, X]}$ and

$$
V(\lambda) \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X] \quad(\lambda \in G, p=0, \ldots, n)
$$

Proof. For every $\mu \in G$ there exists a neighbourhood $U_{\mu}$ of $\mu$ and an analytic operator-valued function $V_{\mu}: U_{\mu} \rightarrow \mathcal{B}(\Lambda[s, X])$ such that $V_{\mu}(\lambda) \delta_{A-\lambda}+$ $\delta_{A-\lambda} V_{\mu}(\lambda)=I_{\Lambda[s, X]}$ and

$$
V_{\mu}(\lambda) \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X] \quad\left(\lambda \in U_{\mu}, p=0, \ldots, n\right)
$$

Let $\left\{\psi_{i}\right\}_{i=1}^{\infty}$ be a $C^{\infty}$-partition of unity subordinated to the cover $\left\{U_{\mu}, \mu \in G\right\}$ of $G$, i.e., $\psi_{i}$ are $C^{\infty}$-functions, $0 \leq \psi_{i} \leq 1, \operatorname{supp} \psi_{i} \subset U_{\mu_{i}}$ for some $\mu_{i} \in G$, for each $\mu \in G$ there exists a neighbourhood $U$ of $\mu$ such that all but finitely many of the functions $\psi_{i}$ are 0 on $U$ and $\sum_{i=1}^{\infty} \psi_{i}(\mu)=1$ for each $\mu \in G$.

For $\lambda \in G$ set $V(\lambda)=\sum_{i=1}^{\infty} \psi_{i}(\lambda) V_{\mu_{i}}(\lambda)$. Then

$$
\delta_{A-\lambda} V(\lambda)+V(\lambda) \delta_{A-\lambda}=\sum_{i=1}^{\infty}\left(\delta_{A-\lambda} V_{\mu_{i}}(\lambda)+V_{\mu_{i}}(\lambda) \delta_{A-\lambda}\right) \psi_{i}(\lambda)=I_{\Lambda[s, X]}
$$

and

$$
V(\lambda) \Lambda^{p}[s, X] \subset \Lambda^{p-1}[s, X]
$$

for all $\lambda \in G$ and $p=0,1, \ldots, n$.
Remark 3. It is possible to require also that $V(z)^{2}=0$ and $V(z) \delta_{A-z} V(z)=V(z)$ for all $z \in G$. In particular, in this case $V(z)$ is a generalized inverse of $\delta_{A-z}$.

Indeed, let $V: G \rightarrow \mathcal{B}(\Lambda[s, X])$ be the $C^{\infty}$-function constructed in Corollary 2, i.e., $\delta_{A-z} V(z)+V(z) \delta_{A-z}=I$ and $V(z) \Lambda^{p}[s, x] \subset \Lambda^{p-1}[s, X]$.

Clearly, $\delta_{A-z} V(z) \delta_{A-z}=\delta_{A-z}$. Set $V^{\prime}(z)=V(z) \delta_{A-z} V(z)$. Then

$$
\delta_{A-z} V^{\prime}(z) \delta_{A-z}=\delta_{A-z} V(z) \delta_{A-z} V(z) \delta_{A-z}=\delta_{A-z}
$$

and

$$
V^{\prime}(z) \delta_{A-z} V^{\prime}(z)=V(z) \delta_{A-z} V(z) \delta_{A-z} V(z) \delta_{A-z} V(z)=V(z) \delta_{A-z} V(z)=V^{\prime}(z)
$$

Furthermore,

$$
\begin{aligned}
\delta_{A-z} V^{\prime}(z)+V^{\prime}(z) \delta_{A-z} & =\delta_{A-z} V(z) \delta_{A-z} V(z)+V(z) \delta_{A-z} V(z) \delta_{A-z} \\
& =\delta_{A-z} V(z)+V(z) \delta_{A-z}=I
\end{aligned}
$$

Finally, we have

$$
V^{\prime}(z)=\left(V^{\prime}(z) \delta_{A-z}+\delta_{A-z} V^{\prime}(z)\right) V^{\prime}(z)=V^{\prime}(z)+\delta_{A-z} V^{\prime}(z)^{2}
$$

and so $\delta_{A-z} V^{\prime}(z)^{2}=0$. Thus $V^{\prime}(z)^{2}=\left(V^{\prime}(z) \delta_{A-z}+\delta_{A-z} V^{\prime}(z)\right) V^{\prime}(z)^{2}=0$.
These additional properties of the generalized inverse $V$, however, are not essential for our purpose and we are not going to use them in the sequel.

In the following we fix a commuting $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ of bounded linear operators on a Banach space $X$, the set $G=\mathbb{C}^{n} \backslash \sigma_{S}(A)$ and a $C^{\infty}$-function $V: G \rightarrow \mathcal{B}(\Lambda[s, X])$ with the properties of Corollary 2.

Consider the space $C^{\infty}(G, \Lambda[s, X])$. Clearly, this space can be identified with the set $\Lambda\left[s, C^{\infty}(G, X)\right]$.

The function $V: G \rightarrow \mathcal{B}(\Lambda[s, X])$ induces naturally the operator (denoted by the same symbol) $V: C^{\infty}(G, \Lambda[s, X]) \rightarrow C^{\infty}(G, \Lambda[s, X])$ by

$$
(V y)(z)=V(z) y(z) \quad\left(z \in G, y \in C^{\infty}(G, \Lambda[s, X])\right)
$$

Similarly, we define the operator $\delta_{A-z}$ (or $\delta$ for short if no ambiguity can arise) acting in $C^{\infty}(G, \Lambda[s, X])$ by

$$
(\delta y)(z)=\delta_{A-z} y(z) \quad\left(z \in G, y \in C^{\infty}(G, \Lambda[s, X])\right)
$$

Clearly, $\delta^{2}=0, V \delta+\delta V=I_{\Lambda\left[s, C^{\infty}(G, X)\right]}$ and both $V$ and $\delta$ are "graded", i.e.,

$$
\begin{aligned}
& V \Lambda^{p}\left[s, C^{\infty}(G, X)\right] \subset \Lambda^{p-1}\left[s, C^{\infty}(G, X)\right] \quad \text { and } \\
& \delta \Lambda^{p}\left[s, C^{\infty}(G, X)\right] \subset \Lambda^{p+1}\left[s, C^{\infty}(G, X)\right]
\end{aligned}
$$

Consider now another indeterminates $\mathrm{d} \bar{z}=\left(\mathrm{d} \bar{z}_{1}, \ldots, \mathrm{~d} \bar{z}_{n}\right)$ and the space $\Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$. Let $\bar{\partial}: \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ be the linear mapping defined by
$\bar{\partial} f s_{i_{1}} \wedge \cdots \wedge s_{i_{p}} \wedge \mathrm{~d} \bar{z}_{j_{1}} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{j_{q}}=\sum_{k=1}^{n} \frac{\partial f}{\partial \bar{z}_{k}} \mathrm{~d} \bar{z}_{k} \wedge s_{i_{1}} \wedge \cdots \wedge s_{i_{p}} \wedge \mathrm{~d} \bar{z}_{j_{1}} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{j_{q}}$,
see Appendix A.3. Obviously, $\bar{\partial}^{2}=0$.
The operators $V$ and $\delta$ can be lifted to $\Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ in a natural way. Clearly, the properties of $V$ and $\delta$ are preserved: $\delta^{2}=0, V \delta+\delta V=I$ and both $V$ and $\delta$ are graded. Note also that $\delta \bar{\partial}=-\bar{\partial} \delta$ and $(\bar{\partial}+\delta)^{2}=0$.

Let $W: \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ be the mapping defined in the following way: if $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right], \psi=\psi_{0}+\cdots+\psi_{n}$, where $\psi_{j}$ is the part of $\psi$ of degree $j$ in $\mathrm{d} \bar{z}$, then set $W \psi=\eta_{0}+\cdots+\eta_{n}$, where

$$
\begin{align*}
\eta_{0} & =V \psi_{0} \\
\eta_{1} & =V\left(\psi_{1}-\bar{\partial} \eta_{0}\right) \\
& \vdots  \tag{1}\\
\eta_{n} & =V\left(\psi_{n}-\bar{\partial} \eta_{n-1}\right) .
\end{align*}
$$

Note that $\eta_{j}$ is the part of $W \psi$ of degree $j$ in $\mathrm{d} \bar{z}$.
Lemma 4. Let $W: \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ be the mapping defined by (1). Then:
(i) $\operatorname{supp} W \psi \subset \operatorname{supp} \psi$ for all $\psi$;
(ii) if $G^{\prime}$ is an open subset of $G$ and $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ satisfies $(\bar{\partial}+\delta) \psi=0$ on $G^{\prime}$, then $(\bar{\partial}+\delta) W \psi=\psi$ on $G^{\prime}$;
(iii) $(\bar{\partial}+\delta) W(\bar{\partial}+\delta)=\bar{\partial}+\delta$.

Proof. (i) Clear.
(ii) Let $\psi=\psi_{0}+\cdots+\psi_{n}$, where $\psi_{j}$ is the part of $\psi$ of degree $j$ in $\mathrm{d} \bar{z}$. The condition $(\bar{\partial}+\delta) \psi=0$ on $G^{\prime}$ can be rewritten as

$$
\begin{align*}
& \delta \psi_{0}=0, \\
& \bar{\partial} \psi_{0}+\delta \psi_{1}=0,  \tag{2}\\
& \vdots \\
& \bar{\partial} \psi_{n-1}+\delta \psi_{n}=0
\end{align*}
$$

(the condition $\bar{\partial} \psi_{n}=0$ is satisfied automatically).
Let $W \psi=\eta_{0}+\cdots+\eta_{n}$, where $\eta_{j}$ are defined by (1). The required condition $(\bar{\partial}+\delta) W \psi=\psi$ becomes

$$
\begin{align*}
& \delta \eta_{0}=\psi_{0}, \\
& \bar{\partial} \eta_{0}+\delta \eta_{1}=\psi_{1}, \\
& \vdots  \tag{3}\\
& \bar{\partial} \eta_{n-1}+\delta \eta_{n}=\psi_{n}
\end{align*}
$$

on $G^{\prime}$ (again, $\bar{\partial} \eta_{n}=0$ automatically).
By (1) and (2), we have $\delta \eta_{0}=\delta V \psi_{0}=(\delta V+V \delta) \psi_{0}=\psi_{0}$ and $\bar{\partial} \eta_{0}+\delta \eta_{1}=$ $\bar{\partial} \eta_{0}+\delta V\left(\psi_{1}-\bar{\partial} \eta_{0}\right)=\bar{\partial} \eta_{0}+(I-V \delta)\left(\psi_{1}-\bar{\partial} \eta_{0}\right)=\psi_{1}-V \delta\left(\psi_{1}-\bar{\partial} \eta_{0}\right)=\psi_{1}$, since $\delta\left(\psi_{1}-\bar{\partial} \eta_{0}\right)=\delta \psi_{1}+\bar{\partial} \delta \eta_{0}=\delta \psi_{1}+\bar{\partial} \psi_{0}=0$.

We prove (3) by induction. Suppose that $\bar{\partial} \eta_{j-1}+\delta \eta_{j}=\psi_{j}$ for some $j \geq 1$. Then $\delta\left(\psi_{j+1}-\bar{\partial} \eta_{j}\right)=\delta \psi_{j+1}+\bar{\partial} \delta \eta_{j}=\delta \psi_{j+1}+\bar{\partial} \psi_{j}=0$ and, by the induction assumption, $\bar{\partial} \eta_{j}+\delta \eta_{j+1}=\bar{\partial} \eta_{j}+\delta V\left(\psi_{j+1}-\bar{\partial} \eta_{j}\right)=\bar{\partial} \eta_{j}+(I-V \delta)\left(\psi_{j+1}-\bar{\partial} \eta_{j}\right)=\psi_{j+1}$.
(iii) Since $(\bar{\partial}+\delta)^{2}=0$, the statement follows from (ii).

Let $P$ be the natural projection $P: \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow \Lambda\left[\mathrm{d} \bar{z}, C^{\infty}(G, X)\right]$ that annihilates all terms containing at least one of the indeterminates $s_{1}, \ldots, s_{n}$ and leaves invariant all the remaining terms.

Let $U$ be a neighbourhood of $\sigma_{S}(A)$. Let $f$ be a function analytic in $U$. It is possible to find a compact neighbourhood $\Delta$ of $\sigma_{S}(A)$ such that $\Delta \subset U$ and the boundary $\partial \Delta$ is a smooth surface. Define $f(A): X \rightarrow X$ by

$$
\begin{equation*}
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\partial \Delta} P f(z) W x s \wedge \mathrm{~d} z \quad(x \in X) \tag{4}
\end{equation*}
$$

where $\mathrm{d} z$ stands for $\mathrm{d} z_{1} \wedge \cdots \wedge \mathrm{~d} z_{n}$ and $s=s_{1} \wedge \cdots \wedge s_{n}$. By the Stokes formula,

$$
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\Delta} \bar{\partial} \varphi P f(z) W x s \wedge \mathrm{~d} z
$$

where $\varphi$ is a $C^{\infty}$-function equal to 0 on a neighbourhood of $\sigma_{S}(A)$ and to 1 on $\mathbb{C}^{n} \backslash \Delta$ (consequently, $\varphi=1$ also on $\partial \Delta$ ).

On $\mathbb{C}^{n} \backslash \Delta$ we have

$$
\bar{\partial} \varphi P f W x s=P f(\bar{\partial}+\delta) W x s=P f x s=0
$$

Thus we can write

$$
\begin{equation*}
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f(z) W x s \wedge \mathrm{~d} z \tag{5}
\end{equation*}
$$

It is clear from the Stokes theorem that the definition of $f(A) x$ does not depend on the choice of the function $\varphi$ and, by (5), it is independent of $\Delta$.

We show that $f(A)$ does not depend on the choice of the generalized inverse $V$ which determines $W$.

Suppose that $W_{1}, W_{2}$ are two operators satisfying

$$
(\bar{\partial}+\delta) W_{i} x s=x s \quad(i=1,2)
$$

For those $z$ where $\varphi \equiv 1$ we have

$$
(\bar{\partial}+\delta) \varphi f(z)\left(W_{1}-W_{2}\right) x s=0
$$

and so the form $\eta=(\bar{\partial}+\delta) \varphi f(z)\left(W_{1}-W_{2}\right) x s$ has a compact support. We have

$$
\begin{aligned}
& \int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f(z) W_{1} x s \wedge \mathrm{~d} z-\int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f(z) W_{2} x s \wedge \mathrm{~d} z \\
& \quad= \int_{\mathbb{C}^{n}} P \bar{\partial} \varphi f(z)\left(W_{1}-W_{2}\right) x s \wedge \mathrm{~d} z=\int_{\mathbb{C}^{n}} P(\bar{\partial}+\delta) \varphi f(z)\left(W_{1}-W_{2}\right) x s \wedge \mathrm{~d} z \\
& \quad=\int_{\mathbb{C}^{n}} P \eta \wedge \mathrm{~d} z=\int_{\mathbb{C}^{n}} P(\bar{\partial}+\delta) W_{1} \eta \wedge \mathrm{~d} z=\int_{\mathbb{C}^{n}} \bar{\partial} P W_{1} \eta \wedge \mathrm{~d} z=0
\end{aligned}
$$

by the Stokes theorem.

In fact, in the same way it is possible to show that

$$
\begin{equation*}
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi f P \psi \wedge \mathrm{~d} z \tag{6}
\end{equation*}
$$

for any form $\psi$ satisfying $(\bar{\partial}+\delta) \psi=f x s$ on $\mathbb{C}^{n} \backslash \sigma_{S}(A)$.
It is possible to express the mapping $P W$ that appears in the definition of the functional calculus more explicitly. By the definition of $W$, we have

$$
P W x s=(-1)^{n-1} V(\bar{\partial} V)^{n-1} x s=(-1)^{n-1} V_{0} \bar{\partial} V_{1} \bar{\partial} \cdots \bar{\partial} V_{n-1} x s .
$$

Note that we can write formulas (4) and (5) also globally:

$$
\begin{align*}
f(A) & =\frac{-1}{(2 \pi i)^{n}} \int_{\partial \Delta} P f(z) W I s \wedge \mathrm{~d} z=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f(z) W I s \wedge \mathrm{~d} z \\
& =\frac{(-1)^{n}}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi f V(\bar{\partial} V)^{n-1} I s \wedge \mathrm{~d} z \tag{7}
\end{align*}
$$

where $I=I_{X}$ is the identity operator on $X$. The coefficients of forms in (7) are $\mathcal{B}(X)$-valued $C^{\infty}$-functions. Therefore $f(A) \in \mathcal{B}(X)$.

Proposition 7. For $n=1$, the functional calculus defined by (7) coincides with the classical functional calculus given by the Cauchy formula.

Proof. Let $A \in \mathcal{B}(X)$ and let $f$ be a function analytic on a neighbourhood of $\sigma(A)$. Then $W x s=V x s=(A-z)^{-1} x$. Thus, for a suitable contour $\Sigma$ surrounding $\sigma(A)$, we have
$f(A)=\frac{-1}{2 \pi i} \int_{\Sigma} P f W I s \wedge \mathrm{~d} z=\frac{-1}{2 \pi i} \int_{\Sigma} f(z)(A-z)^{-1} I \mathrm{~d} z=\frac{1}{2 \pi i} \int_{\Sigma} f(z)(z-A)^{-1} \mathrm{~d} z$,
which is the Cauchy formula.
We postpone the proof of basic properties of this functional calculus to Section 30 where we prove it more generally, for functions analytic on a neighbourhood of the Taylor spectrum.

It is worth to note that this simpler split functional calculus is sufficient for introducing the functional calculus for $n$-tuples of elements in commutative Banach algebras. Indeed, let $\mathcal{A}$ be a commutative Banach algebra and $a=\left(a_{1}, \ldots, a_{n}\right) \in$ $\mathcal{A}^{n}$. Consider the $n$-tuple $L_{A}=\left(L_{A_{1}}, \ldots, L_{A_{n}}\right) \in \mathcal{B}(\mathcal{A})^{n}$. Then $\sigma_{S}\left(L_{A}\right)=\sigma^{\mathcal{A}}(a)$ and for any function $f$ analytic on a neighbourhood of $\sigma^{\mathcal{A}}(a)$ we may define $f\left(L_{A}\right) \in \mathcal{B}(\mathcal{A})$. Then the functional calculus for $a$ may be defined by $f(a)=$ $f\left(L_{\mathcal{A}}\right)\left(1_{\mathcal{A}}\right)$. We postpone the details to Section 30.

## 29 Local spectrum for $\boldsymbol{n}$-tuples of operators

Definition 1. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$ and let $x \in X$. The local spectrum of $A$ at the point $x$ is the subset $\gamma_{x}(A) \subset \mathbb{C}^{n}$ defined by: $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \notin \gamma_{x}(A)$ if and only if there exist a neighbourhood $U$ of $\lambda$ and analytic functions $f_{1}, \ldots, f_{n}: U \rightarrow X$ such that $\sum_{i=1}^{n}\left(A_{i}-z_{i}\right) f_{i}(z)=x \quad(z \in U)$.

Clearly, $\gamma_{x}(A)$ is a closed subset of $\mathbb{C}^{n}$. For single operators this definition coincides with the definition given in Section 14.

Theorem 2. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$, let $x \in X$. Then $\lambda \notin \gamma_{x}(A)$ if and only if there exist a neighbourhood $U$ of $\lambda$ and $\psi \in \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(U, X)\right]$ such that $\left(\bar{\partial}+\delta_{A-z}\right) \psi=x s \quad(z \in U)$, where $s=s_{1} \wedge \cdots \wedge s_{n}$.

Proof. As in the previous section, write for short $\delta$ instead of $\delta_{A-z}$.
Suppose that $\sum_{i=1}^{n}\left(A_{i}-z_{i}\right) f_{i}(z)=x \quad(z \in U)$ for some analytic functions $f_{i}: U \rightarrow X$. Set $\psi=\sum_{i=1}^{n}(-1)^{i-1} f_{i}(z) s_{1} \wedge \cdots \wedge s_{i-1} \wedge s_{i+1} \wedge \cdots \wedge s_{n}$. Then $(\bar{\partial}+\delta) \psi=\delta \psi=\sum_{i=1}^{n}\left(A_{i}-z_{i}\right) f_{i}(z) s_{1} \wedge \cdots \wedge s_{n}=x s$.

Let now $U$ be a polydisc centered at $\lambda$, and let $\psi \in \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(U, X)\right]$ be a form satisfying $(\bar{\partial}+\delta) \psi=x s$. Write $\psi=\psi_{0}+\cdots+\psi_{n-1}$, where $\psi_{j}$ is of degree $j$ in $\mathrm{d} \bar{z}$. Then

$$
\begin{array}{r}
\delta \psi_{0}=x s, \\
\bar{\partial} \psi_{0}+\delta \psi_{1}=0, \\
\vdots \\
\bar{\partial} \psi_{n-2}+\delta \psi_{n-1}=0, \\
\bar{\partial} \psi_{n-1}=0 .
\end{array}
$$

By A.3.5, the sequence

$$
\begin{aligned}
& 0 \rightarrow H(U, X) \xrightarrow{j} C^{\infty}(U, X) \xrightarrow{\bar{\partial}} \Lambda^{1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(U, X)\right] \xrightarrow{\bar{\rho}} \quad \ldots \\
& \cdots \xrightarrow{\square} \Lambda^{n}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(U, X)\right] \rightarrow 0
\end{aligned}
$$

is exact, where $j$ is the natural embedding. Thus there exists $\varphi_{n-2}$ of degree $n-2$ in $\mathrm{d} \bar{z}$ such that $\bar{\partial} \varphi_{n-2}=\psi_{n-1}$. Then $0=\bar{\partial} \psi_{n-2}+\delta \bar{\partial} \varphi_{n-2}=\bar{\partial}\left(\psi_{n-2}-\delta \varphi_{n-2}\right)$, and so there exists $\varphi_{n-3}$ of degree $n-3$ in $\mathrm{d} \bar{z}$ such that $\bar{\partial} \varphi_{n-3}=\psi_{n-2}-\delta \varphi_{n-2}$.

If we continue in this way we can construct forms $\varphi_{i} \quad(i=n-2, n-3, \ldots, 0)$ of degree $i$ in $\mathrm{d} \bar{z}$ such that $\bar{\partial} \varphi_{i}=\psi_{i+1}-\delta \varphi_{i+1}$. Set $\xi=\psi_{0}-\delta \varphi_{0}$. Then $\bar{\partial} \xi=\bar{\partial} \psi_{0}+$ $\delta \bar{\partial} \varphi_{0}=\bar{\partial} \psi_{0}+\delta \psi_{1}=0$. Thus $\xi \in \Lambda^{n-1}\left[s, C^{\infty}(U, X)\right]$ has analytic coefficients, $\xi=\sum_{i=1}^{n} f_{i}(z) s_{1} \wedge \cdots \wedge s_{i-1} \wedge s_{i+1} \wedge \cdots \wedge s_{n}$ for some analytic functions $f_{i}: U \rightarrow X$. Further, $\delta \xi=\delta \psi_{0}=x s$, and so $\sum_{i=1}^{n}(-1)^{i-1}\left(A_{i}-z_{i}\right) f_{i}(z) x=x s \quad(z \in U)$.

Recall that $\sigma_{\delta}(A)$ denotes the surjective spectrum of $A$.

Theorem 3. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$ and let $x \in X$. Then:
(i) $\gamma_{x}(A) \subset \sigma_{\delta}(A)$ for all $x \in X$;
(ii) the set of all $x \in X$ with $\gamma_{x}(A)=\sigma_{\delta}(A)$ is residual.

Proof. (i) Let $x \in X$ and $\lambda \notin \sigma_{\delta}(A)$. Then there is an open neighbourhood $U$ of $\lambda$ disjoint with $\sigma_{\delta}(A)$. Thus the operator $\delta_{A-z}^{n-1}: \Lambda^{n-1}[s, X] \rightarrow \Lambda^{n}[s, X]$ is onto for $z \in U$. By Corollary 11.10, there is a neighbourhood $V$ of $\lambda$ and an analytic function $f: V \rightarrow \Lambda^{n-1}[s, X]$ such that $\delta_{A-z}^{n-1} f(z)=x s \quad(z \in V)$. This means exactly that $\lambda \notin \gamma_{x}(A)$.
(ii) Let $\left\{w^{(j)}\right\}$ be a countable dense subset of $\sigma_{\delta}(A)$. For each $j$ let $M_{j}=$ $\left(A_{1}-w_{1}^{(j)}\right) X+\cdots+\left(A_{n}-w_{n}^{(j)}\right) X$. Since $w^{(j)} \in \sigma_{\delta}(A)$, we have $M_{j} \neq X$, and so it is a set of the first category by A.1.8. We have

$$
\left\{x \in X: \gamma_{x}(A) \neq \sigma_{\delta}(A)\right\}=\bigcup_{j}\left\{x \in X: w^{(j)} \notin \gamma_{x}(A)\right\} \subset \bigcup_{j} M_{j}
$$

which is a set of the first category.
Next we define an analogue of the analytic residuum and the local spectrum $\sigma_{x}$ for $n$-tuples of operators.

Definition 4. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$. Denote by $\rho(A)$ the union of all open sets $U \subset \mathbb{C}^{n}$ with the following property: the sequence

$$
\begin{align*}
0 \rightarrow \Lambda^{0}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \xrightarrow{\stackrel{\bar{\partial}+\delta}{\longrightarrow}} \Lambda^{1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \xrightarrow{\bar{\partial}+\delta} & \cdots  \tag{1}\\
\ldots & \xrightarrow{\bar{\partial}+\delta} \Lambda^{n}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]
\end{align*}
$$

is exact for each open subset $G \subset U$.
Let $S(A)=\mathbb{C}^{n} \backslash \rho(A)$. For $x \in X$ define $\sigma_{x}(A)=\gamma_{x}(A) \cup S(A)$.
For $n=1$, this definition coincides with that in Section 14. Indeed, if $A_{1} \in$ $\mathcal{B}(X), G \subset \mathbb{C}$ is open and the sequence

$$
0 \rightarrow \Lambda^{0}\left[s_{1}, \mathrm{~d} \bar{z}_{1}, C^{\infty}(G, X)\right] \xrightarrow{\bar{\partial}+\delta} \Lambda^{1}\left[s_{1}, \mathrm{~d} \bar{z}_{1}, C^{\infty}(G, X)\right]
$$

is not exact, then there exists a non-zero $C^{\infty}$-function $f: G \rightarrow X$ such that $(\bar{\partial}+\delta) f=0$. This means that $f$ is analytic and $\left(A_{1}-z_{1}\right) f(z)=0 \quad(z \in G)$.

We show that $S(A)$ is contained in the Taylor spectrum $\sigma_{T}(A)$, i.e., that sequence (1) is exact for each open subset $G \subset \mathbb{C}^{n} \backslash \sigma_{T}(A)$.

The exactness of (1) for $p=0$ is clear. If $f \in C^{\infty}(G, X)$ and $(\bar{\partial}+\delta) f=0$, then $f$ is analytic on $G$ and $\delta f=0$. Since $\delta_{A-z}$ is injective for $z \in G \subset \mathbb{C}^{n} \backslash \sigma_{T}(A)$, we have $f=0$ on $G$.

To prove the exactness of (1) for $p \geq 1$ we need several lemmas.
Proposition 5. Let $w \in \mathbb{C}^{n} \backslash \sigma_{T}(A), 1 \leq p \leq 2 n$ and let $G \subset \mathbb{C}^{n} \backslash \sigma_{T}(A)$ be an open neighbourhood of $w$. Let $\eta \in \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ and $(\bar{\partial}+\delta) \eta=0$. Then there exists an open set $G^{\prime}, w \in G^{\prime} \subset G$ and $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(G^{\prime}, X\right)\right]$ such that $(\bar{\partial}+\delta) \psi=\eta$ on $G^{\prime}$.

Proof. Let $\eta \in \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ and $(\bar{\partial}+\delta) \eta=0$. Let $\eta=\eta_{0}+\cdots+\eta_{p}$ where $\eta_{j}$ is the part of $\eta$ of degree $j$ in $\mathrm{d} \bar{z}$. The condition $(\bar{\partial}+\delta) \eta=0$ means

$$
\begin{aligned}
\bar{\partial} \eta_{p} & =0, \\
\bar{\partial} \eta_{p-1}+\delta \eta_{p} & =0, \\
& \vdots \\
\bar{\partial} \eta_{0}+\delta \eta_{1} & =0 \\
\delta \eta_{0} & =0
\end{aligned}
$$

Let $D$ be an open polydisc, $w \in D \subset G$.
Since $\bar{\partial} \eta_{p}=0$, there exists $\psi_{p-1} \in \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(D, X)\right]$ such that $\bar{\partial} \psi_{p-1}=$ $\eta_{p}$ by A.3.5. We have $\bar{\partial}\left(\eta_{p-1}-\delta \psi_{p-1}\right)=\bar{\partial} \eta_{p-1}+\delta \bar{\partial} \psi_{p-1}=\bar{\partial} \eta_{p-1}+\delta \eta_{p}=0$, and so there exists $\psi_{p-2} \in \Lambda^{p-2}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(D, X)\right]$ with $\bar{\partial} \psi_{p-2}=\eta_{p-1}-\delta \psi_{p-1}$. In the same way we construct inductively $\psi_{j} \in \Lambda^{j}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(D, X)\right] \quad(j=p-1, \ldots, 0)$ such that $\bar{\partial} \psi_{j}=\eta_{j+1}-\delta \psi_{j+1} \quad(j=p-1, \ldots, 0)$.

At the end we have $\delta \bar{\partial} \psi_{0}=\delta \eta_{1}=-\bar{\partial} \eta_{0}$, and so $\bar{\partial}\left(\delta \psi_{0}-\eta_{0}\right)=0$. Since the degree of $\delta \psi_{0}-\eta_{0}$ in $\mathrm{d} \bar{z}$ is zero, the coefficients of $\delta \psi_{0}-\eta_{0}$ are analytic functions and $\delta\left(\delta \psi_{0}-\eta_{0}\right)=0$. By Theorem 11.9, there are an open set $G^{\prime}, w \in G^{\prime} \subset D \subset G$ and $\psi_{0}^{\prime}$ on $G^{\prime}$ whose coefficients are analytic functions such that $\delta \psi_{0}^{\prime}=\delta \psi_{0}-\eta_{0}$.

Set $\psi=\psi_{p-1}+\cdots+\psi_{1}+\psi_{0}-\psi_{0}^{\prime}$. Then $(\bar{\partial}+\delta) \psi=\bar{\partial} \psi_{p-1}+\left(\bar{\partial} \psi_{p-2}+\right.$ $\left.\delta \psi_{p-1}\right)+\cdots+\left(\bar{\partial} \psi_{0}+\delta \psi_{1}\right)+\delta \psi_{0}-\delta \psi_{0}^{\prime}=\eta_{p}+\cdots+\eta_{1}+\eta_{0}=\eta$ on $G^{\prime}$.

Lemma 6. Let $U_{1}, U_{2}$ be open subsets of $\mathbb{C}^{n}$ and let $f \in C^{\infty}\left(U_{1} \cap U_{2}\right)$. Then $f=f_{1}-f_{2}$ on $U_{1} \cap U_{2}$ for some functions $f_{1} \in C^{\infty}\left(U_{1}\right)$ and $f_{2} \in C^{\infty}\left(U_{2}\right)$.

Proof. Let $\left\{\varphi_{j}\right\}$ be a $C^{\infty}$-partition of unity subordinate to the cover $\left\{U_{1}, U_{2}\right\}$ of $U_{1} \cup U_{2}$. This means that $0 \leq \varphi_{j} \leq 1, \sum_{j} \varphi_{j}=1$, each $z \in U_{1} \cup U_{2}$ has a neighbourhood intersecting only finitely many supports of $\varphi_{j}$, and either $\operatorname{supp} \varphi_{j} \subset$ $U_{1}$ or $\operatorname{supp} \varphi_{j} \subset U_{2}$.

Define $f_{1} \in C^{\infty}\left(U_{1}\right)$ and $f_{2} \in C^{\infty}\left(U_{2}\right)$ by

$$
f_{1}(z)= \begin{cases}\sum_{\operatorname{supp} \varphi_{j} \subset U_{2}} f(z) \varphi_{j}(z) & \left(z \in U_{1} \cap U_{2}\right) \\ 0 & \left(z \in U_{1} \backslash U_{2}\right)\end{cases}
$$

and

$$
f_{2}(z)= \begin{cases}-\sum_{\operatorname{supp} \varphi_{j} \not \subset U_{2}} f(z) \varphi_{j}(z) & \left(z \in U_{1} \cap U_{2}\right) \\ 0 & \left(z \in U_{2} \backslash U_{1}\right)\end{cases}
$$

Obviously, $f_{1}-f_{2}=f$ on $U_{1} \cap U_{2}$ and $f_{1}$ is smooth on $U_{1} \backslash \partial U_{2}$. Let $\lambda \in U_{1} \cap \partial U_{2}$ Then there exists a neighbourhood $V$ of $\lambda$ intersecting only finitely many supports of $\varphi_{i}$. Thus there exists a neighbourhood $V^{\prime} \subset V$ of $\lambda$ such that $V^{\prime} \cap \operatorname{supp} \varphi_{i}=\emptyset$ whenever $\operatorname{supp} \varphi_{i} \subset U_{2}$. So $f_{1}$ vanishes on $V^{\prime}$. Hence $f_{1} \in C^{\infty}\left(U_{1}\right)$.

Since $\operatorname{supp} \varphi_{j} \not \subset U_{2}$ implies $\operatorname{supp} \varphi_{j} \subset U_{1}$, the same considerations can be done for $f_{2}$.
Lemma 7. Let $2 \leq p \leq 2 n$, let $U_{1}, U_{2}$ be open subsets of $\mathbb{C}^{n}$ and suppose that the sequence

$$
\begin{aligned}
& \Lambda^{p-2}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cap U_{2}, X\right)\right] \xrightarrow{\bar{\partial}+\delta} \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cap U_{2}, X\right)\right] \\
& \xrightarrow{\stackrel{\bar{\sigma}+\delta}{p}} \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cap U_{2}, X\right)\right]
\end{aligned}
$$

is exact. Let $\eta \in \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cup U_{2}, X\right)\right]$ and $(\bar{\partial}+\delta) \psi_{i}=\eta$ on $U_{i}$ for some $\psi_{i} \in \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{i}, X\right)\right] \quad(i=1,2)$.

Then there exists a form $\psi$ in $\Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cup U_{2}, X\right)\right]$ such that $(\bar{\partial}+$ $\delta) \psi=\eta$ on $U_{1} \cup U_{2}$.
Proof. We have $(\bar{\partial}+\delta)\left(\psi_{1}-\psi_{2}\right)=0$ on $U_{1} \cap U_{2}$, and so $\psi_{1}-\psi_{2}=(\bar{\partial}+\delta) \xi$ for some $\xi \in \Lambda^{p-2}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{1} \cap U_{2}, X\right)\right]$. By the previous lemma, we can write $\xi=\xi_{1}-\xi_{2}$ on $U_{1} \cap U_{2}$ for some $\xi_{i} \in \Lambda^{p-2}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{i}, X\right)\right] \quad(i=1,2)$. Define

$$
\psi(z)= \begin{cases}\psi_{1}(z)-(\bar{\partial}+\delta) \xi_{1}(z) & \left(z \in U_{1}\right) \\ \psi_{2}(z)-(\bar{\partial}+\delta) \xi_{2}(z) & \left(z \in U_{2}\right)\end{cases}
$$

The definition is correct, since for $z \in U_{1} \cap U_{2}$ we have $\psi_{1}(z)-(\bar{\partial}+\delta) \xi_{1}(z)=$ $\psi_{1}(z)-(\bar{\partial}+\delta)\left(\xi+\xi_{2}(z)\right)=\psi_{2}(z)-(\bar{\partial}+\delta) \xi_{2}(z)$. Clearly, $\psi$ is the required solution of $(\bar{\partial}+\delta) \psi=\eta$ on $U_{1} \cup U_{2}$.
Lemma 8. Let $2 \leq p \leq 2 n$ and let $G$ be an open subset of $\mathbb{C}^{n}$. Suppose that the sequence

$$
\Lambda^{p-2}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(G^{\prime}, X\right)\right] \xrightarrow{\bar{\alpha}+\delta} \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(G^{\prime}, X\right)\right] \xrightarrow{\bar{\alpha}+\delta} \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(G^{\prime}, X\right)\right]
$$

is exact for each open subset $G^{\prime} \subset G$. Let $\eta \in \Lambda^{p}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ and suppose that, for every $w \in G$, there are a neighbourhood $U_{w} \subset G$ of $w$ and a form $\psi_{w} \in \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(U_{w}, X\right)\right]$ satisfying $(\bar{\partial}+\delta) \psi_{w}=\eta$ on $U_{w}$. Then there exists a global solution $\psi \in \Lambda^{p-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ satisfying $(\bar{\partial}+\delta) \psi=\eta$ on $G$.

Proof. Since every compact subset $K \subset G$ can be covered by a finite number of neighbourhoods $U_{w}$, the repetitive use of Lemma 7 gives that there exist a neighbourhood $U_{K}$ of $K$ and a form $\psi_{K} \in \Lambda^{p-1}\left[C^{\infty}\left(U_{K}, X\right), s, \mathrm{~d} \bar{z}\right]$ with $(\bar{\partial}+$ б) $\psi_{K}=\eta$ on $U_{K}$.

Let $\left(K_{i}\right)_{i=1}^{\infty}$ be an increasing sequence of compact subsets of $G$ such that $\bigcup_{i=1}^{\infty} K_{i}=G$. We will construct inductively $(p-1)$-forms $\psi_{i}$ defined on a neighbourhood of $K_{i}$ such that $(\bar{\partial}+\delta) \psi_{i}=\eta$ and $\psi_{i+1}=\psi_{i}$ on a neighbourhood of $K_{i}$.

Suppose that $\psi_{1}, \ldots, \psi_{k}$ have already been constructed and let $\psi_{k+1}^{\prime}$ be an arbitrary solution of $(\bar{\partial}+\delta) \psi_{k+1}^{\prime}=\eta$ on a neighbourhood of $K_{k+1}$. Then $(\bar{\partial}+$ $\delta)\left(\psi_{k+1}^{\prime}-\psi_{k}\right)=0$ on a neighbourhood of $K_{k}$, and so $\psi_{k+1}^{\prime}-\psi_{k}=(\bar{\partial}+\delta) \xi$ for some $(p-2)$-form $\xi$ defined on a neighbourhood $V$ of $K_{k}$. Let $\varphi \in C^{\infty}(G)$ satisfy $\varphi=1$ on a neighbourhood of $K_{k}$ and $\varphi=0$ outside $V$. Set $\psi_{k+1}=\psi_{k+1}^{\prime}-(\bar{\partial}+\delta) \varphi \xi$. Then $(\bar{\partial}+\delta) \psi_{k+1}=\eta$ on a neighbourhood of $K_{k+1}$ and $\psi_{k+1}=\psi_{k}$ on a neighbourhood of $K_{k}$. Define $\psi(z)=\lim _{k \rightarrow \infty} \psi_{k}(z)$. Clearly, $\psi$ is the required global solution.

Using Lemmas 5 and 8 inductively we get the following theorem.
Theorem 9. Let $G \subset \mathbb{C}^{n} \backslash \sigma_{T}(A)$ be an open subset. Then the sequence

$$
0 \rightarrow \Lambda^{0}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \xrightarrow{\bar{\partial}+\delta} \cdots \xrightarrow{\bar{\partial}+\delta} \Lambda^{2 n}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow 0
$$

is exact. In particular, $S(A) \subset \sigma_{T}(A)$ and $\sigma_{x}(A) \subset \sigma_{T}(A)$ for all $x \in X$.
Corollary 10. For each $x \in X$ there is a solution $\psi \in \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n} \backslash\right.\right.$ $\left.\left.\sigma_{x}(A), X\right)\right]$ satisfying $(\bar{\partial}+\delta) \psi=x s$.
Proof. Use Lemma 8 for $G=\mathbb{C}^{n} \backslash \sigma_{x}(A)$ and $p=n$. The assumptions of Lemma 8 are satisfied by the definition of $\sigma_{x}(A)=S(A) \cup \gamma_{x}(A)$.
Corollary 11. Let $G \subset \mathbb{C}^{n} \backslash \sigma_{T}(A), \eta \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ and $(\bar{\partial}+\delta) \eta=0$. Then it is possible to find a form $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $(\bar{\partial}+\delta) \psi=\eta$ and the support of $\psi$ is contained in any given neighbourhood of $\operatorname{supp} \eta$.
Proof. Let $V$ be a neighbourhood of $\operatorname{supp} \eta$. By Theorem 9, there exists $\xi \in$ $\Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $(\bar{\partial}+\delta) \xi=\eta$ on $G$. Then $(\bar{\partial}+\delta) \xi=0$ on $G \backslash \operatorname{supp} \eta$. By Theorem 9 , there exists $\xi^{\prime} \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G \backslash \operatorname{supp} \eta, X)\right]$ such that $(\bar{\partial}+\delta) \xi^{\prime}=\xi$.

Let $\varphi$ be a $C^{\infty}$-function such that $\varphi=0$ on a neighbourhood of $\operatorname{supp} \eta$ and $\varphi=1$ on a neighbourhood of $\mathbb{C}^{n} \backslash V$. Set $\psi=\xi-(\bar{\partial}+\delta) \varphi \xi^{\prime}$. Then $(\bar{\partial}+\delta) \psi=\eta$ on $G$ and $\operatorname{supp} \psi \subset V$.
Remark 12. Without any change it is possible to prove the preceding theorem in a more general form. Let $z \mapsto A(z)$ be an analytic function defined on an open subset $G \subset \mathbb{C}^{n}$ such that the values $A(z)$ are Taylor regular $n$-tuples of operators on $X$ for all $z \in G$. Let $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ satisfy $\left(\bar{\partial}+\delta_{A(z)}\right) \psi=0$. Then there exists a form $\theta \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $\psi=\left(\bar{\partial}+\delta_{A(z)}\right) \theta$. Moreover, $\theta$ can be chosen in such a way that $\operatorname{supp} \theta$ is contained in any given neighbourhood of $\operatorname{supp} \psi$.

As for single operators, $\sigma_{x}(A) \neq \emptyset$ for each $x \neq 0$. We postpone the proof of this fact till the next section.
Theorem 13. Let $w=\left(w_{1}, \ldots, w_{n}\right) \notin S(A)$ and $\left(A_{1}-w_{1}\right) X+\cdots+\left(A_{n}-w_{n}\right) X=X$. Then $A-w$ is Taylor regular.

Proof. We must prove the exactness of the Koszul complex

The condition $\left(A_{1}-w_{1}\right) X+\cdots+\left(A_{n}-w_{n}\right) X=X$ means that $\delta_{A-w}^{n-1}$ is onto and the Koszul complex (2) is exact at $\Lambda^{n}[s, X]$.

We prove the exactness of the complex (2) by "downward" induction.
Suppose that $1 \leq p \leq n$ and $\operatorname{Ker} \delta_{A-w}^{p}=\operatorname{Ran} \delta_{A-w}^{p-1}$. Let $\psi \in \operatorname{Ker} \delta_{A-w}^{p-1}$. By Lemma 11.3, there exists a neighbourhood $U$ of $w$ such that $\operatorname{Ker} \delta_{A-z}^{p}=\operatorname{Ran} \delta_{A-z}^{p-1}$ for all $z \in U$. By Example 10.24 (iv), the function $z \mapsto \delta_{A-z}^{p-1}$ is regular and analytic in $U$. Thus there exist a neighbourhood $U_{0}$ of $w$ and an analytic function $f: U_{0} \rightarrow \Lambda^{p-1}[s, X]$ such that $f(w)=\psi$ and $\delta_{A-z}^{p-1} f(z)=0 \quad\left(z \in U_{0}\right)$. Then $\left(\bar{\partial}+\delta_{A-z}\right) f=0$ on $U_{0}$. We can assume that $U_{0} \cap S(A)=\emptyset$.

Since $w \notin S(A)$, there exists $g \in C^{\infty}\left(U_{0}, \Lambda^{p-2}[s, \mathrm{~d} \bar{z}, X]\right)$ such that $(\bar{\partial}+$ $\left.\delta_{A-z}\right) g=f$. Let $g_{0} \in C^{\infty}\left(U_{0}, \Lambda^{p-2}[s, X]\right)$ be the part of $g$ of degree 0 in $\mathrm{d} \bar{z}$. Then $\delta_{A-z} g_{0}=f$. In particular, $\psi=f(w)=\delta_{A-w} g_{0}(w) \in \operatorname{Ran} \delta_{A-w}^{p-2}$.
Continuation of the induction argument gives that $T-w$ is Taylor regular.
Theorem 14. The set $\left\{x \in X: \sigma_{x}(A) \neq \sigma_{T}(A)\right\}$ is of the first category.
Proof. Let $w \in \sigma_{T}(A)$. We prove first that $\left\{x \in X: w \notin \sigma_{x}(A)\right\}$ is of the first category. Indeed, if $w \notin \sigma_{x}(A)$, then $x=\sum_{j=1}^{n}\left(A_{j}-z_{j}\right) f_{j}(z)$ for some analytic $X$-valued functions defined on a neighbourhood of $w$. In particular, $x \in$ $\left(A_{1}-w_{1}\right) X+\cdots+\left(A_{n}-z_{n}\right) X=\operatorname{Ran} \delta_{A-w}^{n-1}$. The previous theorem implies that $\left(A_{1}-w_{1}\right) X+\cdots+\left(A_{n}-w_{n}\right) X \neq X$, and so $\left\{x \in X: w \notin \sigma_{x}(A)\right\} \subset \operatorname{Ran} \delta_{A-w}^{n-1}$, which is a set of the first category.

Let $\left\{w^{(j)}\right\}$ be a countable dense subset of $\sigma_{T}(A)$. Then

$$
\left\{x \in X: \sigma_{x}(A) \neq \sigma_{T}(A)\right\}=\bigcup_{j}\left\{x \in X: w^{(j)} \notin \sigma_{x}(A)\right\}
$$

which is of the first category.

## 30 Taylor functional calculus

The most important property of the Taylor spectrum is the existence of the analytic functional calculus.

Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. Let $G=\mathbb{C}^{n} \backslash \sigma_{T}(A)$.

Let $x \in X$. By Corollary 29.10, there exists $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $(\bar{\partial}+\delta) \psi=x s$. As it was noted in Section 28, this form can be used for the definition of the Taylor functional calculus. However, it is possible to consider such a form also globally, on the whole space $X$.

For $i=1, \ldots, n$ let $L_{A_{i}}^{\prime}: \mathcal{H}(X) \rightarrow \mathcal{H}(X)$ be defined by $L_{A_{i}}^{\prime} f=A_{i} f \quad(f \in$ $\mathcal{H}(X))$. Let $L_{A}^{\prime}=\left(L_{A_{1}}^{\prime}, \ldots, L_{A_{n}}^{\prime}\right)$. Clearly $L_{A}^{\prime}$ is a commuting $n$-tuple of bounded linear operators acting on the Banach space $\mathcal{H}(X)$.

By Corollary 27.7, $\sigma_{T}\left(L_{A}^{\prime}\right)=\sigma_{T}(A)$. By Corollary 29.10, there is a form $W_{A} \in \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, \mathcal{H}(X))\right]$ such that $\left(\bar{\partial}+\delta_{L_{A-\lambda}^{\prime}}\right) W_{A}(\lambda)=I s$, where $I$ is the identity operator on $X$. The form $W_{A}$ can be also considered to be a mapping $W_{A}: X \rightarrow \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$. Then $\left(\bar{\partial}+\delta_{A-\lambda}\right) W_{A}(\lambda) x=x s$ for all $x \in X$.

The definition of the Taylor functional calculus is analogous to the definition of the split functional calculus.

Recall that we interpret the differential form

$$
\begin{equation*}
(2 i)^{-n} \mathrm{~d} \bar{z}_{1} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{n} \wedge \mathrm{~d} z_{1} \wedge \cdots \wedge \mathrm{~d} z_{n} \tag{1}
\end{equation*}
$$

as the Lebesgue measure in $\mathbb{C}^{n}=\mathbb{R}^{2 n}$.
Let $P$ be the natural projection $P: \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right] \rightarrow \Lambda\left[\mathrm{d} \bar{z}, C^{\infty}(G, X)\right]$ that annihilates all terms containing at least one of the indeterminates $s_{1}, \ldots, s_{n}$ and leaves invariant all the remaining terms.

Let $U$ be a neighbourhood of $\sigma_{T}(A)$ and let $f$ be a function analytic on $U$. It is possible to find a compact neighbourhood $\Delta$ of $\sigma_{T}(A)$ such that $\Delta \subset U$ and the boundary $\partial \Delta$ is a smooth surface. Define $f(A): X \rightarrow X$ by

$$
\begin{equation*}
f(A)=\frac{-1}{(2 \pi i)^{n}} \int_{\partial \Delta} P f W_{A} \wedge \mathrm{~d} z \tag{2}
\end{equation*}
$$

By the Stokes formula,

$$
f(A)=\frac{-1}{(2 \pi i)^{n}} \int_{\Delta} \bar{\partial} \varphi P f W_{A} \wedge \mathrm{~d} z
$$

where $\varphi$ is a $C^{\infty}$-function equal to 0 on a neighbourhood of $\sigma_{T}(A)$ and to 1 on $\mathbb{C}^{n} \backslash \Delta$ (consequently, $\varphi=1$ also on $\partial \Delta$ ).

On $\mathbb{C}^{n} \backslash \Delta$ we have

$$
\bar{\partial} \varphi P f W_{A}=P f(\bar{\partial}+\delta) W_{A}=P f I s=0
$$

Thus we can write

$$
\begin{equation*}
f(A)=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f W_{A} \wedge \mathrm{~d} z \tag{3}
\end{equation*}
$$

It is clear from the Stokes theorem that the definition of $f(A)$ does not depend on the choice of the function $\varphi$ and, by (3), it is independent of $\Delta$.

We show that $f(A)$ does not depend on the choice of the form $W_{A}$.
The following simple lemma will be used frequently.
Proposition 1. Let $\eta \in \Lambda^{n}\left[s, d \bar{z}, C^{\infty}(G, X)\right]$ be a differential form with compact support disjoint with $\sigma_{T}(A)$ such that $(\bar{\partial}+\delta) \eta=0$. Then

$$
\int_{\mathbb{C}^{n}} P \eta \wedge \mathrm{~d} z=0
$$

Proof. By Corollary 29.11, there exists $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ with a compact support disjoint with $\sigma_{T}(A)$ such that $(\delta+\bar{\partial}) \psi=\eta$. We have

$$
P \eta=P(\bar{\partial}+\delta) \psi=P \bar{\partial} \psi
$$

By the Stokes theorem, we have

$$
\int_{\mathbb{C}^{n}} P \eta \wedge \mathrm{~d} z=\int_{\mathbb{C}^{n}} \bar{\partial} P \psi \wedge \mathrm{~d} z=0 .
$$

Let $x \in X$ and let $\psi_{1}, \psi_{2} \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ satisfy $(\delta+\bar{\partial}) \psi_{1}=(\delta+\bar{\partial}) \psi_{2}=$ $x s$. Let $\varphi$ be a $C^{\infty}$-function equal to 0 on a neighbourhood of $\sigma_{T}(A)$ and to 1 on $\mathbb{C}^{n} \backslash U$. Then

$$
\int \bar{\partial} \varphi P f \psi_{1} \wedge \mathrm{~d} z-\int \bar{\partial} \varphi P f \psi_{2} \wedge \mathrm{~d} z=\int P(\delta+\bar{\partial}) \varphi f\left(\psi_{1}-\psi_{2}\right) \wedge \mathrm{d} z
$$

On $\mathbb{C}^{n} \backslash \Delta$ we have $\varphi \equiv 1$, and so $(\delta+\bar{\partial}) \varphi f\left(\psi_{1}-\psi_{2}\right)=f(\delta+\bar{\partial})\left(\psi_{1}-\psi_{2}\right)=0$. Thus the form $(\delta+\bar{\partial}) \varphi f\left(\psi_{1}-\psi_{2}\right)$ has a compact support disjoint with $\sigma_{T}(A)$. By Proposition 1, $\int P(\delta+\bar{\partial}) \varphi f\left(\psi_{1}-\psi_{2}\right) \wedge \mathrm{d} z=0$. In particular, the definition of $f(A)$ does not depend on the choice of $W_{A}$.

Note that for the definition of $f(A) x$ we can use any form $\psi$ satisfying $(\bar{\partial}+$ $\left.\delta_{A-z}\right) \psi=x s$. This implies that for functions analytic on a neighbourhood of $\sigma_{S}(A)$ the Taylor functional calculus coincides with the split functional calculus introduced in Section 28. By Proposition 28.7, for $n=1$ the Taylor functional calculus coincides with the standard definition used in Section 1.
Lemma 2. $f(A) \in \mathcal{B}(X)$.
Proof. Clearly $f(A) \in \mathcal{H}(X)$, so it is sufficient to show the additivity of $f(A)$.
Let $x, y \in X$. Then $(\delta+\bar{\partial})\left(W_{A} x+W_{A} y\right)=(x+y) s$, and so $f(A)(x+y)=$ $\int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f\left(W_{A} x+W_{A} y\right) \wedge \mathrm{d} z=f(A) x+f(A) y$.
Proposition 3. Let $f$ be a function analytic on a neighbourhood of $\sigma_{T}(A), 1 \leq j \leq$ $n$ and $g(z)=z_{j} f(z)$. Then $g(A)=A_{j} f(A)$.
Proof. The statement is well known for $n=1$. Suppose that $n \geq 2$. Then

$$
\begin{aligned}
-(2 \pi i)^{n}\left(A_{j} f(A)-g(A)\right) & =A_{j} \int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f W_{A} \wedge \mathrm{~d} z-\int_{\mathbb{C}^{n}} \bar{\partial} \varphi P f z_{j} W_{A} \wedge \mathrm{~d} z \\
& =\int_{\mathbb{C}^{n}} \bar{\partial} \varphi f \cdot\left(A_{j}-z_{j}\right) P W_{A} \wedge \mathrm{~d} z
\end{aligned}
$$

For $F \subset\{1, \ldots, n\}, F=\left\{i_{1}, \ldots, i_{p}\right\}$ with $i_{1}<i_{2}<\cdots<i_{p}$ write $s_{F}=s_{i_{1}} \wedge \cdots \wedge$ $s_{i_{p}}$. Express $W_{A} \in \Lambda^{n-1}\left[s, \mathrm{~d} \bar{z}, C^{\infty}(G, \mathcal{H}(X))\right]$ as

$$
W_{A}=\sum_{F \subset\{1, \ldots, n\}} s_{F} \wedge \xi_{F}
$$

where $\xi_{F}$ contains no variable from $s_{1}, \ldots, s_{n}$. Since $\left(\bar{\partial}+\delta_{A-z}\right) W_{A}=I s$, for each $F \neq\{1, \ldots, n\}$ we have

$$
\bar{\partial} \xi_{F}+\sum_{k \in F}(-1)^{\operatorname{card}\left\{k^{\prime} \in F: k^{\prime}<k\right\}}\left(A_{k}-z_{k}\right) \xi_{F \backslash\{k\}}=0 .
$$

In particular, for $F=\{j\}$ we have

$$
\bar{\partial} \xi_{\{j\}}=-\left(A_{j}-z_{j}\right) \xi_{\emptyset}=-\left(A_{j}-z_{j}\right) P W_{A}
$$

Thus

$$
\begin{aligned}
& \int_{\mathbb{C}^{n}} \bar{\partial} \varphi f \cdot\left(A_{j}-z_{j}\right) P W_{A} \wedge \mathrm{~d} z=-\int_{\mathbb{C}^{n}} \bar{\partial} \varphi f \bar{\partial} \xi_{\{j\}} \wedge \mathrm{d} z \\
& =-\int_{\mathbb{C}^{n}} \bar{\partial}\left(\varphi \bar{\partial} f \xi_{\{j\}}-\bar{\partial} \varphi f \xi_{\{j\}}\right) \wedge \mathrm{d} z=0
\end{aligned}
$$

by the Stokes theorem. Hence $g(A)=A_{j} f(A)$.
Proposition 3 implies that the definition of the Taylor functional calculus for polynomials coincides with the usual definition. This also implies that the local spectrum $\sigma_{x}(A)$ of any non-zero vector $x$ is non-empty.

Theorem 4. $\sigma_{x}(A) \neq \emptyset$ for every $x \neq 0$.
Proof. Let $x \in X$ and suppose that $\sigma_{x}(A)=\emptyset$. By Corollary 29.10, there exists $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n}, X\right)\right]$ such that $\left(\bar{\partial}+\delta_{A-z}\right) \psi=x s$. We have
$-(2 \pi i)^{n} x=-(2 \pi i)^{n} I x=\int_{\mathbb{C}^{n}} \bar{\partial} P \psi \wedge \mathrm{~d} z=\int_{\mathbb{C}^{n}} P(\bar{\partial}+\delta) \psi \wedge \mathrm{d} z=\int_{\mathbb{C}^{n}} P x s \wedge \mathrm{~d} z=0$,
and so $x=0$.
Proposition 5. Let $A=\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{B}(X)^{n}, B=\left(B_{1}, \ldots, B_{m}\right) \in \mathcal{B}(X)^{m}$. Suppose that $(A, B)=\left(A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{m}\right)$ is a commuting $(n+m)$-tuple and let $f$ and $g$ be functions analytic on a neighbourhood of $\sigma_{T}(A)$ and $\sigma_{T}(B)$, respectively. Let $h$ be defined by $h(z, w)=f(z) \cdot g(w)$. Then $h(A, B)=g(B) f(A)$.

Proof. Write $z=\left(z_{1}, \ldots, z_{n}\right)$ and $w=\left(w_{1}, \ldots, w_{m}\right)$. Denote by $\bar{\partial}_{z}, \bar{\partial}_{w}$ and $\bar{\partial}_{z, w}$ the $\bar{\partial}$ mapping corresponding to $z, w$ and $(z, w)$, respectively. We associate with $B$ another system $t=\left(t_{1}, \ldots, t_{m}\right)$ of exterior indeterminates when defining the operator $\delta_{B-w}$.

Choose forms $W_{A}, W_{B}$ and $W_{A, B}$ corresponding to the tuples $A, B$ and $(A, B)$. Let $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ be compact neighbourhoods of $\sigma_{T}(A)$ and $\sigma_{T}(B)$ contained in the domains of definition of $f$ and $g$, respectively. Let $\varphi, \psi$ and $\chi$ be $C^{\infty}$-functions equal to 0 on a neighbourhood of $\sigma_{T}(A)\left(\sigma_{T}(B)\right.$ and $\left.\sigma_{T}(A, B)\right)$, and to 1 on a neighbourhood of $\mathbb{C}^{n} \backslash \Delta^{\prime}\left(\mathbb{C}^{m} \backslash \Delta^{\prime \prime}\right.$ and $\mathbb{C}^{n+m} \backslash \Delta^{\prime} \times \Delta^{\prime \prime}$, respectively).

Denote by $P_{s}$ and $P_{t}$ the projections which annihilate all terms containing at least one of the variables $s_{1}, \ldots, s_{n}\left(t_{1}, \ldots, t_{m}\right.$, respectively) and leave invariant the remaining terms. Set $P=P_{s} P_{t}$.

Let $x \in X$. We have

$$
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} \bar{\partial}_{z} \varphi P_{s} f W_{A} x \wedge \mathrm{~d} z=\frac{-1}{(2 \pi i)^{n}} \int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z
$$

where $\xi=\left(\bar{\partial}_{z}+\delta_{A-z}\right) \varphi f W_{A} x-f x s$. If $\varphi \equiv 1$, then $\xi \equiv 0$. Thus supp $\xi$ is compact, $\operatorname{supp} \xi \subset \operatorname{Int} \Delta^{\prime}$. Further,

$$
\begin{equation*}
g(B) f(A) x=\frac{1}{(2 \pi i)^{n+m}} \int_{\mathbb{C}^{m}} P_{t}\left(\bar{\partial}_{w}+\delta_{B-w}\right) \psi g W_{B}\left(\int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z\right) \wedge \mathrm{d} w \tag{4}
\end{equation*}
$$

On the other hand, $-(2 \pi i)^{m+n} h(A, B) x=\int P \eta_{1} \wedge \mathrm{~d} z \wedge \mathrm{~d} w$, where

$$
\eta_{1}=\left(\bar{\partial}_{z, w}+\delta_{A-z, B-w}\right) \chi h W_{A, B} x-h x s \wedge t
$$

Clearly, supp $\eta_{1} \subset \Delta^{\prime} \times \Delta^{\prime \prime}$.
We have $\left(\bar{\partial}_{z, w}+\delta_{A-z, B-w}\right) \xi \wedge t=\left(\bar{\partial}_{z}+\delta_{A-z}\right) \xi \wedge t=0$. By Corollary 29.11, there exists $\alpha \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, \mathrm{~d} \bar{w}, C^{\infty}\left(\mathbb{C}^{n+m} \backslash \sigma_{T}(A, B), X\right)\right]$ such that $\left(\bar{\partial}_{z, w}+\right.$ $\left.\delta_{A-z, B-w}\right) \alpha=\xi \wedge t$. Moreover, we can assume that $\operatorname{supp} \alpha \subset \Delta^{\prime} \times \mathbb{C}^{m}$. Let

$$
\eta_{2}=\left(\bar{\partial}_{z, w}+\delta_{A-z, B-w}\right) \psi g \alpha-g \xi \wedge t .
$$

We have $\left(\bar{\partial}_{z, w}-\delta_{A-z, B-w}\right)\left(\eta_{1}-\eta_{2}\right)=0$. Clearly, $\operatorname{supp} \eta_{2} \subset \Delta^{\prime} \times \mathbb{C}^{m}$. Moreover, if $\psi \equiv 1$, then $\eta_{2} \equiv 0$, and so $\operatorname{supp} \eta_{2}$ is compact. On a neighbourhood of $\sigma_{T}(A, B)$ we have $\eta_{2}=-g \xi \wedge t=f g x s \wedge t=-\eta_{1}$. By Proposition 1, we have $\int P\left(\eta_{1}+\eta_{2}\right) \wedge$ $\mathrm{d} z \wedge \mathrm{~d} w=0$, and so

$$
\begin{aligned}
(2 \pi i)^{m+n} h(A, B) x & =\int_{\mathbb{C}^{n+m}} P \eta_{2} \wedge \mathrm{~d} z \wedge \mathrm{~d} w \\
& =(-1)^{m n} \int_{\mathbb{C}^{m}}\left(\int_{\mathbb{C}^{n}} P_{t}\left(\bar{\partial}_{z, w}+\delta_{B-w}\right) \psi g P_{s} \alpha \wedge \mathrm{~d} z\right) \wedge \mathrm{d} w
\end{aligned}
$$

by the Fubini theorem (the factor $(-1)^{m n}$ is caused by convention (1) defining the Lebesgue measures in $\mathbb{C}^{n}, \mathbb{C}^{m}$ and $\mathbb{C}^{m+n}$, respectively). By the Stokes theorem, we have

$$
(2 \pi i)^{m+n} h(A, B) x=(-1)^{m n} \int_{\mathbb{C}^{m}} P_{t}\left(\bar{\partial}_{w}+\delta_{B-w}\right) g\left(\int_{\mathbb{C}^{n}} \psi P_{s} \alpha \wedge \mathrm{~d} z\right) \wedge \mathrm{d} w
$$

Consider the form
$\eta_{3}=(-1)^{m n}\left(\bar{\partial}_{w}+\delta_{B-w}\right) g \int_{\mathbb{C}^{n}} \psi P_{s} \alpha \wedge \mathrm{~d} z-\left(\bar{\partial}_{w}+\delta_{B-w}\right) \psi g W_{B} \int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z \wedge t$.

Clearly, $\left(\bar{\partial}_{w}+\delta_{B-w}\right) \eta_{3}=0$. If $\psi \equiv 1$, then, by the Stokes theorem,

$$
\begin{aligned}
\eta_{3}= & (-1)^{m n} g \int_{\mathbb{C}^{n}} P_{s}\left(\bar{\partial}_{z, w}+\delta_{A-z, B-w}\right) \alpha \wedge \mathrm{d} z-(-1)^{m n} g \int_{\mathbb{C}^{n}} \bar{\partial}_{z} P_{s} \alpha \wedge \mathrm{~d} z \\
& -g \int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z \wedge t=(-1)^{m n} g \int_{\mathbb{C}^{n}} P_{s} \xi \wedge t \wedge \mathrm{~d} z-g \int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z \wedge t=0
\end{aligned}
$$

Thus supp $\eta_{3}$ is compact and disjoint with $\sigma_{T}(B)$. Hence $\int P_{t} \eta_{3} \wedge \mathrm{~d} w=0$ and

$$
\begin{aligned}
(2 \pi i)^{n+m} h(A, B) x & =\int_{\mathbb{C}^{m}} P_{t}\left(\bar{\partial}_{w}+\delta_{B-w}\right) \psi g W_{B} \int_{\mathbb{C}^{n}} P_{s} \xi \wedge \mathrm{~d} z \wedge \mathrm{~d} w \\
& =(2 \pi i)^{m+n} g(B) f(A) x
\end{aligned}
$$

by (4). Hence $h(A, B)=g(B) f(A)$.
We will use the following simple lemma:
Lemma 6. Let $K$ be a compact subset of $\mathbb{C}^{n}$ and let $f$ be a function analytic on an open neighbourhood of $K$. Then there are functions $h_{j}(j=1, \ldots, n)$ analytic on a neighbourhood of the set $D=\{(z, z): z \in K\}$ such that

$$
f(z)-f(w)=\sum_{j=1}^{n}\left(z_{j}-w_{j}\right) \cdot h_{j}(z, w)
$$

Proof. For $j=1, \ldots, n$ define $g_{j}$ by

$$
\begin{aligned}
& g_{j}\left(z_{1}, \ldots, z_{n}, w_{1}, \ldots, w_{n}\right) \\
& \quad=f\left(z_{1}, \ldots, z_{j}, w_{j+1}, \ldots, w_{n}\right)-f\left(z_{1}, \ldots, z_{j-1}, w_{j}, \ldots, w_{n}\right)
\end{aligned}
$$

It is easy to see that $g_{j}$ is analytic on a neighbourhood of $D$.
Let $h_{j}(z, w)=\frac{g_{j}(z, w)}{z_{j}-w_{j}}$. Clearly, $h_{j}$ is analytic at each point $(z, w)$ with $z_{j} \neq$ $w_{j}$. By the Weierstrass division theorem (see [GR], p. 70), $h_{j}$ can be defined and is analytic also on a neighbourhood of each point $(z, w)$ with $z_{j}=w_{j}$. Thus $h_{j}$ is analytic on a neighbourhood of $D$. Hence

$$
\sum_{j=1}^{n}\left(z_{j}-w_{j}\right) \cdot h_{j}(z, w)=\sum_{j=1}^{n} g_{j}(z, w)=f(z)-f(w)
$$

Recall that $H_{K}$ denotes the algebra of all functions analytic on a neighbourhood of a compact set $K \subset \mathbb{C}^{n}$ (more precisely, the algebra of all germs of functions analytic on a neighbourhood of $K$ ).

Theorem 7. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on $X$. Then:
(i) the mapping $f \mapsto f(A)$ is linear and multiplicative, i.e., the Taylor functional calculus is a homomorphism from $H_{\sigma_{T}(A)}$ to $\mathcal{B}(X)$;
(ii) if $p$ is a polynomial, $p(z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} z^{\alpha}$, then $p(A)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} A^{\alpha}$;
(iii) if $f_{n} \rightarrow f$ uniformly on a compact neighbourhood of $\sigma_{T}(A)$, then $f_{n}(A) \rightarrow$ $f(A)$ in the norm topology;
(iv) $f(A) \in(A)^{\prime \prime}$ for each $f \in H_{\sigma_{T}(A)}$.

Proof. (i) The linearity of the mapping $f \mapsto f(A)$ is clear. Let $f$ and $g$ be functions analytic on a neighbourhood of $\sigma_{T}(A)$. Consider the ( $2 n$ )-tuple $(A, A)$. It is easy to see that $\sigma_{T}(A, A)=\left\{(z, z): z \in \sigma_{T}(A)\right\}$. Define functions $h_{1}(z, w)=f(z) g(w)$ and $h_{2}(z, w)=f(z) g(z)$. By Lemma 6, we can write $g(z)-g(w)=\sum_{i=1}^{n}\left(z_{i}-\right.$ $\left.w_{i}\right) q_{i}(z, w)$ for some functions $q_{1}, \ldots, q_{n}$ analytic on a neighbourhood of $\sigma_{T}(A, A)$. By Proposition 5, we have $h_{1}(A, A)=f(A) g(A)$ and $h_{2}(A, A)=(f g)(A)$. Thus, by Proposition 3,

$$
(f g)(A)-f(A) g(A)=h_{2}(A, A)-h_{1}(A, A)=\sum_{i=1}^{n}\left(A_{i}-A_{i}\right)\left(f q_{i}\right)(A, A)=0
$$

Hence $(f g)(A)=f(A) g(A)$.
(ii) The statement follows from Proposition 5.
(iii) Follows from the definition.
(iv) Let $S \in \mathcal{B}(X)$ be an operator commuting with $A_{1}, \ldots, A_{n}$. By Proposition 5 , it is possible to consider $f(A)$ to be a function of the $(n+1)$-tuple $\left(A_{1}, \ldots, A_{n}, S\right)$. Therefore $f(A)$ commutes with its argument $S$. Hence $f(A) \in$ $(A)^{\prime \prime}$.

It follows from the general theory that the Taylor spectrum satisfies the spectral mapping property for all polynomials (and consequently, for all functions that can be approximated by polynomials uniformly on a neighbourhood of the Taylor spectrum). In fact, the spectral mapping property is true for all analytic functions.

By Proposition 25.11, each $A_{j}$ behaves as the zero operator on the quotient $\operatorname{Ker} \delta_{A} / \operatorname{Ran} \delta_{A}$. It is natural to expect that $f(A)$ behaves as $f(0)$ on this quotient space. However, there is a technical difficulty because in general Ran $\delta_{A}$ is not closed, and so the quotient $\operatorname{Ker} \delta_{A} / \operatorname{Ran} \delta_{A}$ is not a Banach space. Therefore the proof is a little bit more complicated.

Lemma 8. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on $X$, let $c=\left(c_{1}, \ldots, c_{n}\right) \in \sigma_{T}(A)$ and let $f$ be a function analytic on a neighbourhood of $\sigma_{T}(A)$. Consider exterior indeterminates $t=\left(t_{1}, \ldots, t_{n}\right)$ and the operator $\delta_{A-c, t}$ : $\Lambda[t, X] \rightarrow \Lambda[t, X]$ defined by $\delta_{A-c, t} \psi=\sum_{j=1}^{n}\left(A_{j}-c_{j}\right) t_{j} \wedge \psi$ for all $\psi \in \Lambda[t, X]$. Let $\eta \in \operatorname{Ker} \delta_{A-c, t}$. Then $(f(A)-f(c)) \eta \in \delta_{A-c, t} \Lambda[t, X]$.

Proof. To define $f(A)$, consider exterior indeterminates $s=\left(s_{1}, \ldots, s_{n}\right)$, the mapping $\delta_{A-z}$ acting on $\Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n} \backslash \sigma_{T}(A), X\right)\right]$ defined by the formula $\delta_{A-z} \psi=\sum_{j=1}^{n}\left(A_{j}-z_{j}\right) s_{j} \wedge \psi$, and the mapping $W_{A}$ corresponding to $A$. Note
that $\delta_{A-z}$ and $W_{A}$ are connected with variables $s$; the mapping $\delta_{A-c, t}$ is related to variables $t$.

Without loss of generality we can assume that $\eta$ is homogeneous of degree $p$, $0 \leq p \leq n$.

Since $\eta \in \Lambda^{p}[t, X]$ and $\Lambda^{p}[t, X]$ is a direct sum of $\binom{n}{p}$ copies of $X$, it is possible to define the form $\xi_{0}:=W_{A} \eta \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$. We have $\left(\bar{\partial}+\delta_{A-z}\right) \xi_{0}=$ $s \wedge \eta$ and $\left(\bar{\partial}+\delta_{A-z}\right) \delta_{A-c, t} \xi_{0}=-\delta_{A-c, t}\left(\bar{\partial}+\delta_{A-z}\right) \xi_{0}=0$. Thus there exists $\xi_{1} \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $\left(\bar{\partial}+\delta_{A-z}\right) \xi_{1}=\delta_{A-c, t} \xi_{0}$.

In the same way we can construct forms $\xi_{1}, \ldots, \xi_{n-p} \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ such that $\left(\bar{\partial}+\delta_{A-z}\right) \xi_{k+1}=\delta_{A-c, t} \xi_{k}$. Clearly the degree of $\xi_{k}$ in $t$ is $p+k$.

Set $\xi=\sum_{k=0}^{n-p}(-1)^{k} \xi_{k}$ Then

$$
\left(\bar{\partial}+\delta_{A-z}+\delta_{A-c, t}\right) \xi=\sum_{k=0}^{n-p}(-1)^{k}\left(\bar{\partial}+\delta_{A-z}\right) \xi_{k}+\sum_{k=0}^{n-p}(-1)^{k} \delta_{A-c, t} \xi_{k}=s \wedge \eta
$$

since $\delta_{A-c, t} \xi_{n-p}=0$.
Let $\Delta$ be a compact neighbourhood of $\sigma_{T}(A)$ contained in the domain of definition of $f$. Let $\varphi$ be a $C^{\infty}$-function equal to 0 on a neighbourhood of $\sigma_{T}(A)$ and to 1 on a neighbourhood of $\mathbb{C}^{n} \backslash \Delta$. Let $P_{s}$ be the projection annihilating all terms that contain at least one of the variables $s_{1}, \ldots, s_{n}$ and leaving invariant all other terms.

Consider the integral

$$
\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \xi \wedge \mathrm{~d} z=\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \sum_{k=0}^{n-p}(-1)^{k} \xi_{k} \wedge \mathrm{~d} z
$$

Since $\xi_{k}$ has degree $p+k$ in $t$ and $n-k-1$ in $(s, \mathrm{~d} \bar{z})$, the only relevant term in the integral above is $\xi_{0}$. Thus

$$
\begin{aligned}
\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \xi \wedge \mathrm{~d} z & =\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \xi_{0} \wedge \mathrm{~d} z \\
& =\int \bar{\partial} P_{s} \varphi W_{A} \eta \wedge \mathrm{~d} z \\
& =-(2 \pi i)^{n} f(A) \eta
\end{aligned}
$$

Consider now the $n$-tuple $B=\left(c_{1} I, \ldots, c_{n} I\right) \in \mathcal{B}(X)^{n}$. Since $f$ can be approximated by polynomials uniformly on a neighbourhood of $c$, we note that $f(B)=f(c) \cdot I$.

As above, consider the mappings $\delta_{B-z}$ and $W_{B}$ connected with variables $s$. Let $\xi_{0}^{\prime}=W_{B} \eta$ and inductively define $\xi_{k}^{\prime} \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ satisfying $(\bar{\partial}+$ $\left.\delta_{B-z}\right) \xi_{k+1}^{\prime}=\delta_{A-c, t} \xi_{k}^{\prime}$.

Let $\xi^{\prime}=\sum_{k=0}^{n-p}(-1)^{k} \xi_{k}^{\prime}$. As above, we have $\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) \xi^{\prime}=s \wedge \eta$ and

$$
\left.\begin{array}{rl}
\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \xi^{\prime} & \wedge \mathrm{d} z
\end{array}=\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi W_{B} \eta \wedge \mathrm{~d} z\right) .
$$

To show that $(f(A)-f(c)) \eta_{0} \in \delta_{A-c, t} \Lambda[t, X]$, consider the linear mapping $U$ acting on $\Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n} \backslash \sigma_{T}(A), X\right)\right]$ defined by

$$
U\left(t_{i_{1}} \wedge \cdots \wedge t_{i_{m}} \wedge \psi\right)=\left(t_{i_{1}}-s_{i_{1}}\right) \wedge \cdots \wedge\left(t_{i_{m}}-s_{i_{m}}\right) \wedge \psi
$$

for all $i_{1}, \ldots, i_{m}$ and $\psi \in \Lambda\left[s, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n} \backslash \sigma_{T}(A), X\right)\right]$. We have $P_{s} U=P_{s}$ and, for each $\psi \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n} \backslash \sigma_{T}(A), X\right)\right]$,

$$
\begin{aligned}
& U\left(\bar{\partial}+\delta_{A-z}+\delta_{A-c, t}\right) \psi \\
& \quad=\bar{\partial} U \psi+\sum\left(A_{j}-z_{j}\right) s_{j} \wedge U \psi+\sum\left(A_{j}-c_{j}\right)\left(t_{j}-s_{j}\right) \wedge U \psi \\
& \quad=\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) U \psi
\end{aligned}
$$

We have

$$
\begin{aligned}
& -(2 \pi i)^{n} f(A) \eta=\int\left(\bar{\partial}+\delta_{A-c, t}\right) P_{s} \varphi \xi \wedge \mathrm{~d} z=\int P_{s}\left(\bar{\partial}+\delta_{A-z}+\delta_{A-c, t}\right) \varphi \xi \wedge \mathrm{d} z \\
& =\int P_{s} U\left(\bar{\partial}+\delta_{A-z}+\delta_{A-c, t}\right) \varphi \xi \wedge \mathrm{d} z=\int P_{s}\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) \varphi U \xi \wedge \mathrm{~d} z
\end{aligned}
$$

Thus
$-(2 \pi i)^{n}(f(A)-f(c)) \eta=\int P_{s}\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) \varphi\left(U \xi-\xi^{\prime}\right) \wedge \mathrm{d} z=\int P_{s} \theta \wedge \mathrm{~d} z$,
where $\theta=\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) \varphi\left(U \xi-\xi^{\prime}\right)$. If $\varphi \equiv 1$, then
$\theta=\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) U \xi-s \wedge \eta=U\left(\bar{\partial}+\delta_{A-z}+\delta_{A-c, t}\right) \xi-\eta=U(s \wedge \eta)-s \wedge \eta=0 ;$
so $\operatorname{supp} \theta \subset \operatorname{Int} \Delta$. Furthermore, $\theta$ can be written as $\theta=\left(\bar{\partial}+\delta_{B-z}+\delta_{A-c, t}\right) \psi$ for some form $\psi \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, C^{\infty}\left(\mathbb{C}^{n}, X\right)\right]$ with compact support. Indeed, by Remark 29.12 , there exists a form $\vartheta \in \Lambda\left[s, t, \mathrm{~d} \bar{z}, \mathrm{~d} \bar{w}, C^{\infty}\left(\mathbb{C}^{2 n}, X\right)\right]$ with $\operatorname{supp} \vartheta \subset \Delta \times \mathbb{C}^{n}$ such that $\left(\bar{\partial}_{z, w}+\delta_{B-z}+\delta_{A-c, t}\right) \vartheta=\theta$.

Set $\psi(z)=\vartheta_{0}(z, c)$, where $\vartheta_{0}$ is the part of $\vartheta$ containing none of the variables $\mathrm{d} \bar{w}_{j}$. Then $\operatorname{supp} \psi \subset \Delta$ and $\left(\bar{\partial}_{z}+\delta_{B-z}+\delta_{A-c, t}\right) \psi=\theta$. By the Stokes theorem,

$$
\begin{aligned}
\int P_{s} \theta \wedge \mathrm{~d} z & =\int P_{s}\left(\bar{\partial}_{z}+\delta_{B-z}+\delta_{A-c, t}\right) \psi \wedge \mathrm{d} z \\
& =\int \bar{\partial}_{z} P_{s} \psi \wedge \mathrm{~d} z+\int P_{s} \delta_{A-c, t} \psi \wedge \mathrm{~d} z \\
& =\delta_{A-c, t} \int P_{s} \psi \wedge \mathrm{~d} z \in \delta_{A-c, t} \Lambda[t, X]
\end{aligned}
$$

Proposition 9. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on $X$, $c=\left(c_{1}, \ldots, c_{n}\right) \in \sigma_{T}(A)$ and let $f$ be a function analytic on a neighbourhood of $\sigma_{T}(A)$. Then the $(n+1)$-tuple $\left(A_{1}-c_{1}, \ldots, A_{n}-c_{n}, f(A)\right)$ is Taylor regular if and only if $f(c) \neq 0$.

Proof. To the $(n+1)$-tuple $(A-c, f(A))$ we relate exterior variables $s_{1}, \ldots, s_{n+1}$. Write for short $s=\left(s_{1}, \ldots, s_{n}\right)$. Let $\delta_{A-c}: \Lambda[s, X] \rightarrow \Lambda[s, X]$ be defined by $\delta_{A-c} \psi=\sum\left(A_{j}-c_{j}\right) s_{j} \wedge \psi \quad(\psi \in \Lambda[s, X])$. We have $\Lambda\left[s, s_{n+1}, X\right]=\Lambda[s, X] \oplus s_{n+1} \wedge$ $\Lambda[s, X]$. The operator $\delta_{A-c, f(A)}$ corresponding to the $(n+1)$-tuple $(A-c, f(A))$ can be written in this decomposition in the matrix form

$$
\delta_{A-c, f(A)}=\left(\begin{array}{cc}
\delta_{A-c} & 0 \\
f(A) & -\delta_{A-c}
\end{array}\right)
$$

We distinguish two cases:
(a) $f(c)=0$.

Since $c \in \sigma_{T}(A)$, there is a $\psi \in \Lambda[s, X]$ such that $\delta_{A-c} \psi=0$ and $\psi \notin$ $\delta_{A-c} \Lambda[s, X]$. By the preceding lemma, there is an $\eta \in \Lambda[s, X]$ such that $f(A) \psi=$ $\delta_{A-c} \eta$. Then $\delta_{A-c, f(A)}\left(\psi+s_{n+1} \wedge \eta\right)=0$ and $\left(\psi+s_{n+1} \wedge \eta\right) \notin \delta_{A-c, f(A)} \Lambda\left[s, s_{n+1}, X\right]$ since $\psi \notin \delta_{A-c} \Lambda[s, X]$.

Thus the $(n+1)$-tuple $(A-c, f(A))$ is Taylor singular.
(b) $f(c) \neq 0$. Without loss of generality we can assume that $f(c)=1$.

Let $\psi, \xi \in \Lambda[s, X], \delta_{A-c, f(A)}\left(\psi+s_{n+1} \wedge \xi\right)=0$. Then $\delta_{A-c} \psi=0$ and $f(A) \psi-$ $\delta_{A-c} \xi=0$. By the preceding lemma, $f(A) \psi-\psi \in \delta_{A-c} \Lambda[s, X]$. Since $f(A) \psi \in$ $\delta_{A-c} \Lambda[s, X]$, we have $\psi=\delta_{A-c} \eta$ for some $\eta \in \Lambda[s, X]$.

Further, $\delta_{A-c}(f(A) \eta-\xi)=f(A) \psi-\delta_{A-c} \xi=0$. Thus there is a $\theta \in \Lambda[s, X]$ with $f(A)(f(A) \eta-\xi)-(f(A) \eta-\xi)=\delta_{A-c} \theta$. Set $\eta^{\prime}=\eta-(f(A) \eta-\xi)$. Then $\delta_{A-c} \eta^{\prime}=\delta_{A-c} \eta=\psi$ and $f(A) \eta^{\prime}-\delta_{A-c} \theta=f(A) \eta-f(A)(f(A) \eta-\xi)+\delta_{A-c} \theta=$ $f(A) \eta-(f(A) \eta-\xi)=\xi$. Hence $\delta_{A-c, f(A)}\left(\eta^{\prime}-s_{n+1} \wedge \theta\right)=\left(\psi+s_{n+1} \wedge \xi\right)$ and the $(n+1)$-tuple $(A-c, f(A))$ is Taylor regular.

Lemma 10. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on $X$, let $f$ be a function analytic on a neighbourhood of $\sigma_{T}(A)$. Denote by $\mathcal{A}$ the commutative Banach algebra generated by $A_{1}, \ldots, A_{n}$ and $f(A)$. Let $\varphi$ be a multiplicative functional on $\mathcal{A}$ such that $\varphi(B) \in \sigma_{T}(B)$ for all tuples $B=\left(B_{1}, \ldots, B_{m}\right)$ of operators in $\mathcal{A}$. Then $\varphi(f(A))=f(\varphi(A))$.

Proof. Consider the $(n+1)$-tuple $\left(A_{1}-\varphi\left(A_{1}\right), \ldots, A_{n}-\varphi\left(A_{n}\right), f(A)-\varphi(f(A))\right)$. By assumption, this $(n+1)$-tuple is Taylor singular. By Proposition 9, we have $f(\varphi(A))-\varphi(f(A))=0$.

Corollary 11. (spectral mapping property) Let $\tilde{\sigma}$ be a compact-valued spectral system on $\mathcal{B}(X)$ which is contained in the Taylor spectrum. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on $X$ and let $f=\left(f_{1}, \ldots, f_{m}\right)$ be an $m$-tuple of functions analytic on a neighbourhood of $\sigma_{T}(A)$. Then $\tilde{\sigma}(f(A))=f(\tilde{\sigma}(A))$.

In particular, $\sigma_{T}(f(A))=f\left(\sigma_{T}(A)\right)$. Similarly, $\sigma_{\pi k}(f(A))=f\left(\sigma_{\pi k}(A)\right)$ and $\sigma_{\delta k}(f(A))=f\left(\sigma_{\delta k}(A)\right)$ for all $k=0, \ldots, n$.

Proof. Consider the commutative Banach algebra $\mathcal{A}$ generated by $A_{1}, \ldots, A_{n}$ and $f_{1}(A), \ldots, f_{m}(A)$. Since the restriction of $\tilde{\sigma}$ to $\mathcal{A}$ is again a compact-valued spectral system, there is a compact subset $K \subset \mathcal{M}(\mathcal{A})$ such that $\tilde{\sigma}(B)=\{\varphi(B): \varphi \in K\}$ for each tuple $B=\left(B_{1}, \ldots, B_{k}\right) \subset \mathcal{A}$.

Then

$$
\begin{aligned}
\tilde{\sigma}(f(A)) & =\left\{\left(\varphi\left(f_{1}(A), \ldots, \varphi\left(f_{m}(A)\right)\right): \varphi \in K\right\}\right. \\
& =\left\{\left(f_{1}(\varphi(A)), \ldots, f_{m}(\varphi(A))\right): \varphi \in K\right\} \\
& =\{f(c): c \in \tilde{\sigma}(A)\}=f(\tilde{\sigma}(A)) .
\end{aligned}
$$

Theorem 12. (superposition principle) Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$ tuple of operators on $X$, let $f=\left(f_{1}, \ldots, f_{m}\right)$ be an $m$-tuple of function analytic on a neighbourhood of $\sigma_{T}(A)$, let $B=f(A)$, let $g$ be a function analytic on a neighbourhood of $\sigma_{T}(B)$ and let $h(z)=g\left(f_{1}(z), \ldots, f_{m}(z)\right)$. Then $h(A)=g(B)$.

Proof. By Lemma 5, $g(v)-g(w)=\sum_{j=1}^{m}\left(v_{j}-w_{j}\right) r_{j}(v, w)$ for some functions $r_{1}, \ldots, r_{m}$ analytic on a neighbourhood of the set $\left\{(v, v): v \in \sigma_{T}(B)\right\}$. Thus $g(f(z))-g(w)=\sum_{j=1}^{m}\left(f_{j}(z)-w_{j}\right) r_{j}^{\prime}(z, w)$, where $\left.r_{j}^{\prime}(z, w)=r_{j}(f(z), w)\right)$ and the functions $r_{j}^{\prime}$ are analytic on a neighbourhood of the set $\sigma_{T}(A, f(A))=\{(z, f(z))$ : $\left.z \in \sigma_{T}(A)\right\}$. Thus $h(A)-g(B)=\sum_{j=1}^{m}\left(f_{j}(A)-B_{j}\right) r_{j}^{\prime}(A, B)=0$. Hence $h(A)=$ $g(B)$.

As a corollary of the Taylor functional calculus we obtain the properties of the functional calculus in commutative Banach algebras which were formulated without proof in Section 2. For convenience, we state them here once more in an extended form.

Theorem 13. Let $\mathcal{A}$ be a commutative Banach algebra. To each finite family $a=$ $\left(a_{1}, \ldots, a_{n}\right)$ of elements of $\mathcal{A}$ and each function $f \in H_{\sigma(a)}$ it is possible to assign an element $f(a) \in \mathcal{A}$ such that the following conditions are satisfied:
(i) if $f\left(z_{1}, \ldots, z_{n}\right)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ is a polynomial in $n$ indeterminates, then $f\left(a_{1}, \ldots, a_{n}\right)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} c_{\alpha} a_{1}^{\alpha_{1}} \cdots a_{n}^{\alpha_{n}}$;
(ii) the mapping $f \mapsto f\left(a_{1}, \ldots, a_{n}\right)$ is an algebra homomorphism from the algebra $H_{\sigma\left(a_{1}, \ldots, a_{n}\right)}$ to $\mathcal{A}$;
(iii) if $U$ is a neighbourhood of $\sigma\left(x_{1}, \ldots, x_{n}\right), f, f_{k}(k \in \mathbb{N})$ are analytic in $U$ and $f_{k}$ converge to $f$ uniformly on $U$, then

$$
f_{k}\left(a_{1}, \ldots, a_{n}\right) \rightarrow f\left(a_{1}, \ldots, a_{n}\right)
$$

(iv) if $\varphi \in \mathcal{M}(\mathcal{A})$ and $f \in H_{\sigma\left(a_{1}, \ldots, a_{n}\right)}$, then

$$
\varphi\left(f\left(a_{1}, \ldots, a_{n}\right)\right)=f\left(\varphi\left(a_{1}\right), \ldots, \varphi\left(a_{n}\right)\right)
$$

(v) $\tilde{\sigma}\left(f\left(a_{1}, \ldots, a_{n}\right)\right)=f\left(\tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)\right)$ for each compact-valued spectral system in $\mathcal{A}$;
(vi) if $a_{1}, \ldots, a_{m} \in \mathcal{A}, n<m, f \in H_{\sigma\left(a_{1}, \ldots, a_{n}\right)}$ and $\tilde{f} \in H_{\sigma\left(a_{1}, \ldots, a_{m}\right)}$ satisfy $\tilde{f}\left(z_{1}, \ldots, z_{m}\right)=f\left(z_{1}, \ldots, z_{n}\right)$ for all $z_{1}, \ldots, z_{m}$ in a neighbourhood of $\sigma\left(a_{1}, \ldots, a_{m}\right)$, then

$$
\tilde{f}\left(a_{1}, \ldots, a_{m}\right)=f\left(a_{1}, \ldots, a_{n}\right)
$$

(vii) if $f_{1}, \ldots, f_{m} \in H_{\sigma(a)}, b_{i}=f_{i}(a), g \in H_{\sigma\left(b_{1}, \ldots, b_{m}\right)}$ and $h \in H_{\sigma(a)}$ is defined by $h(z)=g\left(f_{1}(z), \ldots, f_{m}(z)\right.$, then $h(a)=g(b)$;
(viii) properties (i), (ii), (iii) and (vi) determine the functional calculus $(a, f) \mapsto$ $f(a)$ uniquely.

Proof. For an $n$-tuple $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}^{n}$ consider the left multiplication operators $L_{a_{i}} \in \mathcal{B}(\mathcal{A})$ defined by $L_{a_{i}} x=a_{i} x \quad(x \in \mathcal{A}, i=1, \ldots, n)$. Then $L_{a}=\left(L_{a_{1}}, \ldots, L_{a_{n}}\right)$ is a commuting $n$-tuple of operators. Further, $\sigma(a)=\sigma_{T}\left(L_{a}\right)$ by Proposition 26.9.

For a function $f$ analytic on a neighbourhood of $\sigma(a)$ set $f(a)=f\left(L_{a}\right) 1_{\mathcal{A}}$.
Since $f\left(L_{a}\right) \in\left(L_{a}\right)^{\prime \prime}$, for each $b \in \mathcal{A}$ we have $f\left(L_{a}\right)(b)=f\left(L_{a}\right) L_{b}\left(1_{\mathcal{A}}\right)=$ $L_{b} f\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=b \cdot f(a)=L_{f(a)}(b)$. Thus $f\left(L_{a}\right)=L_{f(a)}$.

Properties (i), (ii), (iii), (vi) and (vii) follow from the corresponding properties of the Taylor functional calculus; the multiplicativity follows from the observation that

$$
(f g)(a)=(f g)\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=f\left(L_{a}\right) g\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=L_{f(a)} g(a)=f(a) g(a)
$$

Property (iv) follows from Lemma 10; this implies also (v).
It remains to show the uniqueness of the functional calculus (viii). Let $f$ be a function analytic in an open neighbourhood $U$ of $\sigma\left(a_{1}, \ldots, a_{n}\right)$.
(a) We first show that there are elements

$$
a_{n+1}, \ldots, a_{m} \in \mathcal{A} \quad \text { such that } \quad \sigma^{\left\langle a_{1}, \ldots, a_{m}\right\rangle}\left(a_{1}, \ldots, a_{n}\right) \subset U
$$

Set

$$
Z=\left\{\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}:\left|z_{j}\right| \leq\left\|a_{j}\right\| \quad(j=1, \ldots, n)\right\}
$$

If $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in Z \backslash U$, then $\lambda \notin \sigma^{\mathcal{A}}\left(a_{1}, \ldots, a_{n}\right)$, and so there exist

$$
y_{\lambda, 1}, \ldots, y_{\lambda, n} \quad \text { such that } \quad \sum_{j=1}^{n}\left(a_{j}-\lambda_{j}\right) y_{\lambda, j}=1
$$

Thus

$$
\lambda \notin \sigma^{\left\langle a_{1}, \ldots, a_{n}, y_{\lambda, 1}, \ldots, y_{\lambda, n}\right\rangle}\left(a_{1}, \ldots, a_{n}\right)
$$

and there exists an open neighbourhood $U_{\lambda}$ of $\lambda$ such that

$$
U_{\lambda} \cap \sigma^{\left\langle a_{1}, \ldots, a_{n}, y_{\lambda, 1}, \ldots, y_{\lambda, n}\right\rangle}\left(a_{1}, \ldots, a_{n}\right)=\emptyset .
$$

Since $Z \backslash U$ is compact, there are points $\lambda^{(1)}, \ldots, \lambda^{(m)} \in Z \backslash U$ such that $\bigcup_{i=1}^{m} U_{\lambda^{(i)}} \supset$ $Z \backslash U$. If $\mathcal{A}_{0}$ is the algebra generated by $a_{1}, \ldots, a_{m}$ where

$$
\left\{a_{n+1}, \ldots, a_{m}\right\}=\left\{y_{\lambda^{(1)}, 1}, \ldots, y_{\lambda^{(1)}, n}, \ldots, y_{\lambda^{(m)}, 1}, \ldots, y_{\lambda^{(m)}, n}\right\}
$$

then $\sigma^{\mathcal{A}_{0}}\left(a_{1}, \ldots, a_{n}\right) \subset U$.
Extend $f$ to $U \times \mathbb{C}^{m-n}$ by $\tilde{f}\left(z_{1}, \ldots, z_{m}\right)=f\left(z_{1}, \ldots, z_{n}\right)$. Clearly, $\tilde{f}$ is analytic on a neighbourhood of $\sigma^{\mathcal{A}_{0}}\left(a_{1}, \ldots, a_{m}\right)$.
(b) Write $K=\sigma^{\mathcal{A}_{0}}\left(a_{1}, \ldots, a_{m}\right)$. By Theorem $2.18, K$ is a polynomially convex set. We show that there is a polynomially convex neighbourhood $V$ of $K$ such that $V \subset U \times \mathbb{C}^{m-n}$.

Choose $r>0$ such that $\sigma^{\mathcal{A}_{0}}\left(a_{1}, \ldots, a_{m}\right) \subset \bar{\Delta}(0, r)=\left\{\left(z_{1}, \ldots, z_{m}\right) \in \mathbb{C}^{m}\right.$ : $\left.\left|z_{i}\right| \leq r, i=1, \ldots, m\right\}$. For every $\lambda \in \bar{\Delta}(0, r) \backslash\left(U \times \mathbb{C}^{m-n}\right)$ there exists a polynomial $p$ such that $|p(\lambda)|>\max \{|p(z)|: z \in K\}$. Using the compactness of the set $\bar{\Delta}(0, r) \backslash\left(U \times \mathbb{C}^{m-n}\right)$, we get that there exist a finite number of polynomials $p_{1}, \ldots, p_{s}$ and positive numbers $\varepsilon_{1}, \ldots, \varepsilon_{s}$ such that

$$
V=\left\{z \in \bar{\Delta}(0, r):\left|p_{i}(z)\right| \leq\left\|p_{i}\right\|_{K}+\varepsilon_{i}(i=1, \ldots, s)\right\} \subset U \times \mathbb{C}^{m-n}
$$

Clearly, $V$ is a compact polynomially convex neighbourhood of $\sigma^{\mathcal{A}_{0}}\left(a_{1}, \ldots, a_{m}\right)$.
Thus $\tilde{f}$ can be approximated by polynomials uniformly on $V$. Consequently, $f\left(a_{1}, \ldots, a_{n}\right)=\tilde{f}\left(a_{1}, \ldots, a_{m}\right)$ is determined uniquely.

## 31 Taylor functional calculus in Banach algebras

A natural idea how to define the Taylor spectrum and Taylor functional calculus for a commuting $n$-tuple $a=\left(a_{1}, \ldots, a_{n}\right)$ in a (non-commutative) Banach algebra $\mathcal{A}$ is to consider the $n$-tuple $L_{A}=\left(L_{A_{1}}, \ldots, L_{A_{n}}\right) \in \mathcal{B}(\mathcal{A})^{n}$. However, if $\mathcal{A}=\mathcal{B}(X)$ for some Banach space $X$ and $A=\left(A_{1}, \ldots, A_{n}\right) \in \mathcal{B}(X)^{n}$ is a commuting $n$-tuple of operators, then $\sigma_{T}\left(L_{A}\right)=\sigma_{S}(A)$, which is in general bigger than the Taylor spectrum of $A$. So this is not a proper way how to define the Taylor spectrum and Taylor functional calculus for commuting elements in Banach algebras.

In this section we suggest a way how to overcome this difficulty. We introduce the concept of semidistributive Banach algebras.
Definition 1. By a semidistributive Banach algebra we mean a Banach space $(\mathcal{A},\|\cdot\|)$ together with a multiplication in $\mathcal{A}$ satisfying the following conditions (for all $x, y, z \in \mathcal{A}, \alpha \in \mathbb{C}$ ):
(i) $(x y) z=x(y z)$;
(ii) $(x+y) z=x z+y z$;
(iii) $(\alpha x) y=\alpha(x y)=x(\alpha y)$;
(iv) $\|x y\| \leq\|x\| \cdot\|y\|$;
(v) $\mathcal{A}$ has a unit $1_{\mathcal{A}}$ satisfying $\left\|1_{\mathcal{A}}\right\|=1$.

In other words, semidistributive Banach algebras satisfy all axioms of Banach algebras except of one of the distributive laws.

Let $\mathcal{A}$ be a semidistributive Banach algebra. Denote by $\mathcal{D}(\mathcal{A})$ the distributive center of $\mathcal{A}$, i.e., the set of all elements $x \in \mathcal{A}$ such that $x(y+z)=x y+x z$ for all $y, z \in \mathcal{A}$.

Example 2. Let $X$ be a Banach space and $\mathcal{H}(X)$ the set of all continuous homogeneous mappings $\varphi: X \rightarrow X$. It is easy to check that $\mathcal{H}(X)$ with the norm $\|\varphi\|=\sup \{\|\varphi x\|: x \in X, \| x \leq 1\}$ is a semidistributive Banach algebra.

Let $A \in \mathcal{B}(X)$. It is easy to see that $A\left(\varphi_{1}+\varphi_{2}\right)=A \varphi_{1}+A \varphi_{2}$ for all $\varphi_{1}, \varphi_{2} \in$ $\mathcal{H}(X)$. So $A \in \mathcal{D}(\mathcal{H}(X))$. In fact, it is easy to check that $\mathcal{D}(\mathcal{H}(X))=\mathcal{B}(X)$.

Let $\mathcal{A}$ be a semidistributive Banach algebra and $a=\left(a_{1}, \ldots, a_{n}\right)$ an $n$-tuple of commuting elements of $\mathcal{D}(\mathcal{A})$. Since $a_{j} \in \mathcal{D}(\mathcal{A})$, the mappings $L_{a_{j}}$ defined by $L_{a_{j}} b=a_{j} b \quad(j=1, \ldots, n, b \in \mathcal{A})$ are commuting bounded linear operators acting on $\mathcal{A}$. Let $L_{a}=\left(L_{a_{1}}, \ldots, L_{a_{n}}\right)$.

Definition 3. Let $\mathcal{A}$ be a semidistributive Banach algebra and $a=\left(a_{1}, \ldots, a_{n}\right)$ an $n$-tuple of commuting elements of $\mathcal{D}(\mathcal{A})$. We say that $a$ is Taylor regular if $L_{a}$ is Taylor regular (in the sense of Section 25).

The Taylor spectrum $\sigma_{T}^{\mathcal{A}}(a)$ of $a$ is defined as the set of all $\lambda \in \mathbb{C}^{n}$ such that the $n$-tuple $a-\lambda=\left(a_{1}-\lambda_{1}, \ldots, a_{n}-\lambda_{n}\right)$ is not Taylor regular, i.e., $\sigma_{T}^{\mathcal{A}}(a)=\sigma_{T}\left(L_{a}\right)$.

Clearly, the Taylor regularity and the Taylor spectrum depend on the choice of the semidistributive algebra $\mathcal{A}$.

Let $X$ be a Banach space, $A=\left(A_{1}, \ldots, A_{n}\right)$ commuting linear operators on $X$. Then $\left\{A_{1}, \ldots, A_{n}\right\} \subset \mathcal{D}(\mathcal{H}(X))$ and, by Corollary 27.7, $\sigma_{T}^{\mathcal{H}(X)}(A)=\sigma_{T}(A)$ where $\sigma_{T}(A)$ is the Taylor spectrum of the $n$-tuple $A$ of operators in the sense of Section 25.

The basic property of the Taylor spectrum in semidistributive algebras is the existence of the functional calculus.

Theorem 4. Let $\mathcal{A}$ be a semidistributive Banach algebra, let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting n-tuple of elements of $\mathcal{D}(\mathcal{A})$. Let $U$ be an open neighbourhood of $\sigma_{T}^{\mathcal{A}}(a)$. Then there exists an algebraic homomorphism $\Phi: H(U) \rightarrow \mathcal{A}, f \mapsto f(a)$ such that
(i) if $f \equiv 1$, then $f(a)=1_{\mathcal{A}}$;
if $f \equiv z_{j}$, then $f(a)=a_{j} \quad(j=1, \ldots, n)$;
(ii) if $f_{n} \rightarrow f$ uniformly on $U$, then $f_{n}(a) \rightarrow f(a)$;
(iii) $f(a) \in \mathcal{D}(\mathcal{A})$ for all $f \in H(U)$.

Proof. We have $\sigma_{T}\left(L_{a}\right)=\sigma_{T}^{\mathcal{A}}(a) \subset U$. Thus for $f \in H(U)$ we can define $f\left(L_{a}\right) \in$ $\mathcal{B}(\mathcal{A})$ by the Taylor functional calculus constructed in Section 30.

Define $f(a) \in \mathcal{A}$ by $f(a)=f\left(L_{a}\right)\left(1_{\mathcal{A}}\right)$. Clearly, the mapping $f \mapsto f(a)$ is linear and satisfies (i) and (ii).

Let $f \in H(U)$ and $b \in \mathcal{A}$. Then the mapping $R_{b}: \mathcal{A} \rightarrow \mathcal{A}$ defined by $R_{b} c=c b$ is linear and $L_{a_{j}} R_{b}=R_{b} L_{a_{j}} \quad(j=1, \ldots, n)$. Since $f\left(L_{a}\right) \in\left(L_{a}\right)^{\prime \prime}$, we have $f\left(L_{a}\right) R_{b}=R_{b} f\left(L_{a}\right)$. Hence

$$
f\left(L_{a}\right) b=f\left(L_{a}\right) R_{b}\left(1_{\mathcal{A}}\right)=R_{b} f\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=f(a) b
$$

for every $b \in \mathcal{A}$. Consequently, $f\left(L_{a}\right)=L_{f(a)}$.
Let $f, g \in H(U)$. We have

$$
(f g)(a)=(f g)\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=f\left(L_{a}\right) g\left(L_{a}\right)\left(1_{\mathcal{A}}\right)=L_{f(a)} g(a)=f(a) g(a)
$$

Hence the functional calculus $f \mapsto f(a)$ is multiplicative.
(iii) Let $x, y \in \mathcal{A}$. Since $f\left(L_{a}\right)$ is a linear operator, we have

$$
f(a)(x+y)=L_{f(a)}(x+y)=f\left(L_{a}\right)(x+y)=f\left(L_{a}\right) x+f\left(L_{a}\right) y=f(a) x+f(a) y
$$

Hence $f(a) \in \mathcal{D}(\mathcal{A})$.

## $32 k$-regular functions

In Sections 10 and 11 we studied operator-valued functions with continuously changing ranges and kernels. In this section we generalize this notion to operatorvalued functions with finite-dimensional "jumps" in the range (kernel).

Definition 1. Let $L, N$ be subspaces of a Banach space $X$. Let $k \geq 0$. Set

$$
\begin{aligned}
& \delta_{k}(L, N)=\inf \left\{\delta\left(L, N^{\prime}\right): N^{\prime} \supset N, \operatorname{dim} N^{\prime} / N \leq k\right\} \\
& \widehat{\delta}_{k}(L, N)=\inf \left\{\widehat{\delta}\left(L, N^{\prime}\right): N^{\prime} \supset N, \operatorname{dim} N^{\prime} / N \leq k\right\} \quad \text { and } \\
& \vartheta_{k}(L, N)=\inf \left\{\delta\left(L^{\prime}, N\right): L^{\prime} \subset L, \operatorname{dim} L / L^{\prime} \leq k\right\}
\end{aligned}
$$

Let $M$ be a closed subspace of a Banach space $X$ with $\operatorname{codim} M=k<\infty$. Recall that there exists a projection $P \in \mathcal{B}(X)$ with $\|P\|<k+1$ and $\operatorname{Ker} P=M$, see A.1.25.

The quantities $\delta_{k}$ and $\vartheta_{k}$ are closely connected.
Lemma 2. Let $L, N$ be closed subspaces of $X$. Then:
(i) $\delta_{k}(L, N) \leq(k+2) \vartheta_{k}(L, N)$;
(ii) $\vartheta_{k}(L, N) \leq(k+1)^{2} \delta_{k}(L, N)$.

Proof. (i) Let $L^{\prime} \subset L, \operatorname{dim} L / L^{\prime} \leq k$. Let $P \in \mathcal{B}(L)$ be a projection satisfying Ker $P=L^{\prime}$ and $\|P\|<k+1$. Let $F=\operatorname{Ran} P$. Then $L=L^{\prime} \oplus F$ and $\operatorname{dim} F \leq k$.

We show that $\delta(L, N+F) \leq(k+2) \cdot \delta\left(L^{\prime}, N\right)$. Let $x \in L,\|x\|=1$. Then $x=l^{\prime}+f$ for some $l^{\prime} \in L^{\prime}$ and $f \in F$, and $\left\|l^{\prime}\right\|=\|(I-P) x\|<k+2$. There is an $n \in N$ with $\left\|l^{\prime}-n\right\| \leq(k+2) \delta\left(L^{\prime}, N\right)$. Thus

$$
\operatorname{dist}\{x, N+F\} \leq\|x-n-f\|=\left\|l^{\prime}-n\right\| \leq(k+2) \delta\left(L^{\prime}, N\right)
$$

Hence $\delta(L, N+F) \leq(k+2) \delta\left(L^{\prime}, N\right)$. This proves (i).
(ii) Let $N^{\prime} \supset N, \operatorname{dim} N^{\prime} / N \leq k$. Let $P \in \mathcal{B}\left(N^{\prime}\right)$ be a projection such that $\operatorname{Ker} P=N$ and $\|P\|<k+1$. Let $\bar{F}=\operatorname{Ran} P$. Then $\operatorname{dim} F \leq k$ and $N^{\prime}=N \oplus F$.

By the Auerbach Lemma, see A.1.23, there is a biorthogonal system $f_{j} \in F$, $f_{j}^{*} \in F^{*} \quad(j=1,2, \ldots, \operatorname{dim} F)$ such that $\left\|f_{i}\right\|=1=\left\|f_{j}^{*}\right\|$ and $\left\langle f_{i}, f_{j}^{*}\right\rangle=\delta_{i j}$ for all $i, j$.

Extend $f_{j}^{*}$ to functionals on $y_{j}^{*}$ on $N^{\prime}$ by setting $y_{j}^{*} \mid N=0$. For $x \in N^{\prime}$ we have

$$
\left|\left\langle x, y_{j}^{*}\right\rangle\right|=\left|\left\langle P x, f_{j}^{*}\right\rangle\right| \leq\|P\| \cdot\|x\| .
$$

By the Hahn-Banach theorem we can extend $y_{j}^{*}$ to a functional on $X$ (denoted by the same symbol $y_{j}^{*}$ ) with the same norm $\left\|y_{j}^{*}\right\| \leq\|P\|<k+1$. Let $L^{\prime}=$ $L \cap \bigcap_{j=1}^{\operatorname{dim} F} \operatorname{Ker} y_{j}^{*}$. Clearly, $\operatorname{dim} L / L^{\prime} \leq k$.

We prove that $\delta\left(L^{\prime}, N\right) \leq(k+1)^{2} \delta\left(L, N^{\prime}\right)$. Let $x \in L^{\prime} \subset L,\|x\|<1$. Then there exists $y \in N^{\prime}$ with $\|x-y\| \leq \delta\left(L, N^{\prime}\right)$. Let $Q \in \mathcal{B}(X)$ be defined by $Q x=\sum_{j}\left\langle x, y_{j}^{*}\right\rangle f_{j}$. Then $Q$ is a projection onto $F$, $\operatorname{Ker} Q \supset L^{\prime}$ and $\|Q\| \leq$ $k \cdot \max \left\{\left\|y_{j}^{*}\right\|\right\} \leq k(k+1)$. We have

$$
\begin{aligned}
\operatorname{dist}\{x, N\} & \leq\|x-(I-Q) y\| \leq\|I-Q\| \cdot\|x-y\| \\
& \leq(1+k(k+1)) \delta\left(L, N^{\prime}\right) \leq(k+1)^{2} \delta\left(L, N^{\prime}\right)
\end{aligned}
$$

Hence $\delta\left(L^{\prime}, N\right) \leq(k+1)^{2} \delta\left(L, N^{\prime}\right)$. This proves (ii).
Theorem 3. Let $k \geq 0$ and $\varepsilon>0$. Then there exists a positive number $\eta=\eta(k, \varepsilon)$ with the following property: if $M, N, M^{\prime}$ are closed subspaces of a Banach space $X, M \subset M^{\prime}, \operatorname{dim} M^{\prime} / M \leq k, \delta(M, N)<\eta$ and $\delta\left(N, M^{\prime}\right)<\eta$, then there exists a subspace $G \subset X$ with $\operatorname{dim} G \leq k$ and $\widehat{\delta}(N, M+G) \leq \varepsilon$.

Proof. We prove the statement by induction on $k$. For $k=0$ the statement is clear with $G=\{0\}$ and $\eta(0, \varepsilon)=\varepsilon$.

Suppose that the statement is true for $k-1 \geq 0$. Let $\varepsilon^{\prime}=\eta(k-1, \varepsilon)$ be the number given by the induction assumption; we may assume that $0<\varepsilon^{\prime} \leq$ $\varepsilon \leq 1$. Choose $\eta<\frac{\varepsilon \varepsilon^{\prime}}{4(k+2)^{2}}$. Let $M, N, M^{\prime}$ satisfy the conditions of the theorem, so $M \subset M^{\prime}, \operatorname{dim} M^{\prime} / M \leq k, \delta(M, N)<\eta$ and $\delta\left(N, M^{\prime}\right)<\eta$. Let $P \in \mathcal{B}\left(M^{\prime}\right)$ be a projection such that Ker $P=M$ and $\|P\|<k+1$. Set $F=\operatorname{Ran} P$. So $\operatorname{dim} F \leq k$ and $M^{\prime}=M \oplus F$.

The statement is clear if $\delta(N, M) \leq \varepsilon$; in this case it is sufficient to take $G=\{0\}$. Suppose on the contrary that $\delta(N, M)>\varepsilon$, so there is an $x \in N$ with $\|x\|=1$ and $\operatorname{dist}\{x, M\} \geq \varepsilon$. By assumption, there are $m_{0} \in M$ and $f \in F$ such that $\left\|x-\left(m_{0}+f\right)\right\|<\eta$. We have $\left\|m_{0}+f\right\| \leq\left\|x-\left(m_{0}+f\right)\right\|+\|x\|<1+\eta$ and $\left\|m_{0}\right\|=\left\|(I-P)\left(m_{0}+f\right)\right\|<(k+2)(1+\eta)$. Furthermore,

$$
\varepsilon \leq \operatorname{dist}\{x, M\} \leq\left\|x-m_{0}\right\| \leq\left\|x-\left(m_{0}+f\right)\right\|+\|f\|<\eta+\|f\|
$$

and so $\|f\|>\varepsilon-\eta$.
Set $M_{1}=M \vee\{f\}$. Since $\operatorname{dist}\{x, M\} \geq \varepsilon$ and $\operatorname{dist}\left\{x, M_{1}\right\}<\eta<\varepsilon$, we have $M_{1} \neq M$ and $\operatorname{dim} M^{\prime} / M_{1} \leq k-1$. It is sufficient to show that $\delta\left(M_{1}, N\right) \leq \varepsilon^{\prime}$. Indeed, the induction assumption then gives the existence of $G^{\prime}$ with $\operatorname{dim} G^{\prime} \leq k-1$ and $\widehat{\delta}\left(M_{1}+G, N\right) \leq \varepsilon$, and so we can take $G=G^{\prime} \vee\{f\}$.

To show that $\delta\left(M_{1}, N\right) \leq \varepsilon^{\prime}$, let $u=m+\alpha f \in M_{1}$ with $\|u\|=1, m \in M$ and $\alpha \in \mathbb{C}$. Then $\|m\|=\|(I-P) u\|<k+2$ and $\|\alpha f\|=\|P u\|<k+1$. Thus $|\alpha|=\frac{\|\alpha f\|}{\|f\|}<\frac{k+1}{\varepsilon-\eta}$. Then there exists $n \in N$ with

$$
\|m-n\| \leq(k+2) \delta(M, N)<(k+2) \eta .
$$

Similarly, there exists $n_{0} \in N$ with

$$
\left\|m_{0}-n_{0}\right\| \leq(k+2)(1+\eta) \delta(M, N)<(k+2)(1+\eta) \eta
$$

Thus

$$
\begin{aligned}
\operatorname{dist}\{u, N\} & \leq\left\|m+\alpha f-n-\alpha\left(x-n_{0}\right)\right\| \leq\|m-n\|+|\alpha| \cdot\left\|f-x+n_{0}\right\| \\
& \leq\|m-n\|+|\alpha|\left(\left\|f-x+m_{0}\right\|+\left\|n_{0}-m_{0}\right\|\right) \\
& <(k+2) \eta+\frac{k+1}{\varepsilon-\eta}(\eta+(k+2)(1+\eta) \eta) \leq \frac{4 \eta(k+2)^{2}}{\varepsilon}<\varepsilon^{\prime}
\end{aligned}
$$

Lemma 4. Let $k \geq 0$ and $\varepsilon>0$. Then there exists $\eta>0$ with the following property: if $M, N, M^{\prime}$ are closed subspaces of a Banach space $X, M \subset M^{\prime}, \operatorname{dim} M^{\prime} / M=k$ and $\widehat{\delta}\left(M^{\prime}, N\right)<\eta$, then there exists a subspace $G \subset N$ such that $\operatorname{dim} G=k$, $\widehat{\delta}(M+G, N) \leq \varepsilon$ and

$$
\|m+g\| \geq \frac{1}{4(k+1)} \max \{\|m\|,\|g\|\} \quad(m \in M, g \in G)
$$

Proof. We can assume that $\varepsilon \leq 1$. Let $M, M^{\prime}, N$ satisfy the conditions of the lemma and let $\eta$ be a positive number satisfying $\eta<\frac{\varepsilon}{4(k+2)^{2}}$.

Let $P \in \mathcal{B}\left(M^{\prime}\right)$ be a projection satisfying $\operatorname{Ker} P=M$ and $\|P\|<k+1$. Set $F=\operatorname{Ran} P$. Then $\operatorname{dim} F=k$ and $M^{\prime}=M \oplus F$. Choose a biorthogonal system $f_{1}, \ldots, f_{k} \in F, f_{1}^{*}, \ldots, f_{k}^{*} \in F^{*}$ such that $\left\|f_{i}\right\|=1=\left\|f_{j}^{*}\right\|$ and $\left\langle f_{i}, f_{j}^{*}\right\rangle=\delta_{i j}$ for all $i, j$. If $\alpha_{i} \in \mathbb{C} \quad(i=1, \ldots, k)$, then

$$
\left\|\sum_{i=1}^{k} \alpha_{i} f_{i}\right\| \geq\left|\left\langle\sum_{i=1}^{k} \alpha_{i} f_{i}, f_{j}^{*}\right\rangle\right|=\left|\alpha_{j}\right|
$$

for all $j$. Hence

$$
\max \left\{\left|\alpha_{j}\right|: j=1, \ldots, k\right\} \leq\left\|\sum_{i=1}^{k} \alpha_{i} f_{i}\right\| \leq \sum_{j=1}^{k}\left|\alpha_{j}\right|
$$

For each $j=1, \ldots, k$ there exists $n_{j} \in N$ with $\left\|n_{j}-f_{j}\right\|<\eta$. Set $G=\bigvee\left\{n_{1}, \ldots, n_{k}\right\}$. Then $G \subset N$.

Let $\Phi: M+F \rightarrow M+G$ be the operator defined by

$$
\Phi\left(m+\sum_{i=1}^{k} \alpha_{i} f_{i}\right)=m+\sum_{i=1}^{k} \alpha_{i} n_{i} \quad\left(m \in M, \alpha_{i} \in \mathbb{C}\right)
$$

Let $m \in M, f=\sum \alpha_{i} f_{i} \in F$ and let $x=m+f$ be an element of $M+F$ of norm one. Then $\|m\|=\|(I-P) x\|<k+2$ and $\left|\alpha_{i}\right| \leq\|f\|=\|P x\|<k+1$ for all $i=1, \ldots, k$. Hence

$$
\|x-\Phi x\|=\left\|\sum_{i=1}^{k} \alpha_{i}\left(f_{i}-n_{i}\right)\right\| \leq k(k+1) \eta
$$

Thus $\|\Phi\| \leq 1+k(k+1) \eta \leq 2$. Further, $\Phi$ is onto and $\|\Phi x\| \geq 1-k(k+1) \eta \geq 1 / 2$. Hence $\Phi$ is invertible and $\left\|\Phi^{-1}\right\| \leq 2$.

Let $x=m+g \in M+G,\|x\|=1$. Let $f=\Phi^{-1} g$. Then

$$
\|m\|=\|(I-P)(m+f)\| \leq(k+2)\|m+f\|=(k+2)\left\|\Phi^{-1} x\right\| \leq 2(k+2)
$$

and

$$
\|g\|=\|\Phi f\| \leq\|\Phi\| \cdot\|P\| \cdot\|m+f\| \leq 2(k+1)\left\|\Phi^{-1} x\right\| \leq 4(k+1)
$$

Hence

$$
\|m+g\| \geq \frac{1}{4(k+1)} \max \{\|m\|,\|g\|\}
$$

for all $m \in M$ and $g \in G$.
We show that $\delta(N, M+G)<\varepsilon$. Let $n \in N,\|n\|=1$. Then there exist $m \in M$ and $f=\sum \alpha_{i} f_{i} \in F$ such that $\|n-m-f\|<\eta$. Thus $\|m+f\|<1+\eta$, $\|m\|=\|(I-P)(m+f)\|<(k+2)(1+\eta)$ and $\|f\|=\|P(m+f)\|<(k+1)(1+\eta)$. Hence $\left|\alpha_{i}\right| \leq(k+1)(1+\eta)$ for all $i$. We have

$$
\begin{aligned}
& \operatorname{dist}\{n, M+G\} \leq\left\|n-\left(m+\sum_{i=1}^{k} \alpha_{i} n_{i}\right)\right\| \\
& \quad \leq\|n-(m+f)\|+\sum_{i=1}^{k}\left|\alpha_{i}\right| \cdot\left\|f_{i}-n_{i}\right\|<\eta+k(k+1)(1+\eta) \eta<\varepsilon
\end{aligned}
$$

Hence $\delta(N, M+G) \leq \varepsilon$.

Finally, we show that $\delta(M+G, N) \leq \varepsilon$. Let $m \in M, g=\sum \alpha_{i} n_{i} \in G$ and $\|m+g\|=1$. Then $\|m\|=\left\|(I-P) \Phi^{-1}(m+g)\right\|<2(k+2)$ and there exists $n \in N$ with $\|m-n\|<\|m\| \cdot \eta \leq 2(k+2) \eta$. Further $\|g\| \leq\|m\|+\|m+g\|<2 k+5$ and $\left|\alpha_{i}\right| \leq\left\|\sum_{i=1}^{k} \alpha_{i} f_{i}\right\|=\left\|\Phi^{-1} g\right\| \leq 2\|g\| \leq 4 k+10$. Hence

$$
\begin{aligned}
\operatorname{dist}\{m+g, N\} & \leq\|m-n\|+\sum_{i=1}^{k}\left|\alpha_{i}\right| \cdot\left\|n_{i}-f_{i}\right\| \\
& \leq 2(k+2) \eta+k(4 k+10) \eta<\varepsilon
\end{aligned}
$$

Theorem 5. Let $X, Y$ be Banach spaces and $U$ a metric space. Let $T: U \rightarrow \mathcal{B}(X, Y)$ be a norm-continuous function, $w \in U, k \geq 0$ and suppose that $\operatorname{Ran} T(w)$ is closed. The following statements are equivalent:
(i) $\lim _{z \rightarrow w} \delta_{k}(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=0$;
(ii) $\lim _{z \rightarrow w} \vartheta_{k}(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=0$;
(iii) $\lim _{z \rightarrow w} \widehat{\delta}_{k}(\operatorname{Ran} T(z), \operatorname{Ran} T(w))=0$;
(iv) $\lim _{z \rightarrow w} \delta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$;
(v) $\lim _{z \rightarrow w} \vartheta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$;
(vi) $\lim _{z \rightarrow w} \widehat{\delta}_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$;
(vii) $\lim _{z \rightarrow w} \vartheta_{k}\left(\operatorname{Ran} T(z)^{*}, \operatorname{Ran} T(w)^{*}\right)=0$.

Moreover, if any of condition (i)-(vii) is satisfied, then $\operatorname{Ran} T(z)$ is closed for all $z$ in a neighbourhood of $w$.

Proof. By Lemma 2, (i) $\Leftrightarrow$ (ii) and (iv) $\Leftrightarrow$ (v).
Since $\delta(\operatorname{Ran} T(w), \operatorname{Ran} T(z)) \rightarrow 0$ and $\delta(\operatorname{Ker} T(z), \operatorname{Ker} T(w)) \rightarrow 0$ by Lemma 10.12, the equivalences (i) $\Leftrightarrow$ (iii) and (iv) $\Leftrightarrow$ (vi) follow from Theorem 3.
(iii) $\Rightarrow$ (iv): Let $\varepsilon$ be a positive number, $\varepsilon \leq 1$. By Lemma 4, there exists a neighbourhood $U_{0}$ of $w$ with the following property: if $z \in U_{0}$, then there exists a subspace $F \subset \operatorname{Ran} T(z)$ with $\operatorname{dim} F \leq k, \widehat{\delta}(\operatorname{Ran} T(w)+F, \operatorname{Ran} T(z))<\varepsilon / 6$, and

$$
\begin{equation*}
\|T(w) x+f\| \geq \frac{1}{4(k+1)} \max \{\|T(w) x\|,\|f\|\} \tag{1}
\end{equation*}
$$

for all $x \in X$ and $f \in F$. We may also assume that $\|T(z)-T(w)\|<\frac{\varepsilon \cdot \gamma(T(w))}{48(k+1)}$ for all $z \in U_{0}$.

Fix $z \in U_{0}$ and $F$ with the above-described property. Let $S_{w}, S_{z}: X \oplus F \rightarrow Y$ be defined by

$$
\begin{aligned}
S_{w}(x \oplus f) & =T(w) x+\gamma(T(w)) \cdot f \\
S_{z}(x \oplus f) & =T(z) x+\gamma(T(w)) \cdot f
\end{aligned}
$$

for all $x \in X, f \in F$; here $X \oplus F$ denotes the $\ell^{1}$ direct sum of $X$ and $F$.

Clearly, $\operatorname{Ran} S_{w}=\operatorname{Ran} T(w)+F$ and $\operatorname{Ran} S_{z}=\operatorname{Ran} T(z)+F=\operatorname{Ran} T(z)$. Thus $\widehat{\delta}\left(\operatorname{Ran} S_{w}, \operatorname{Ran} S_{z}\right)<\varepsilon / 6$.

We show that $\gamma\left(S_{w}\right) \geq \frac{\gamma(T(w))}{8(k+1)}$. Let $0<s<\gamma(T(w))$ and let $y \in \operatorname{Ran} S_{w}=$ $\operatorname{Ran} T(w)+F$ be a vector of norm one. Express $y=T(w) x+f$ for some $x \in X$ and $f \in F$. Then there exists $x^{\prime} \in X$ with $T(w) x^{\prime}=T(w) x$ and $\left\|x^{\prime}\right\| \leq s^{-1}\|T(w) x\|$. We have $S_{w}\left(x^{\prime} \oplus \gamma(T(w))^{-1} f\right)=T(w) x+f=y$ and, by (1),

$$
\left\|x^{\prime} \oplus \gamma(T(w))^{-1} f\right\| \leq s^{-1}(\|T(w) x\|+\|f\|) \leq 8(k+1) s^{-1}\|T(w) x+f\|=8(k+1) s^{-1}
$$

Hence $\gamma\left(S_{w}\right) \geq \frac{s}{8(k+1)}$. Letting $s \rightarrow \gamma(T(w))$ gives $\gamma\left(S_{w}\right) \geq \frac{\gamma(T(w))}{8(k+1)}$.
By Lemma 10.13, we have

$$
\begin{aligned}
\gamma\left(S_{z}\right) & =\gamma\left(S_{z}^{*}\right) \geq \gamma\left(S_{w}^{*}\right)\left(1-2 \delta\left(\operatorname{Ker} S_{w}^{*}, \operatorname{Ker} S_{z}^{*}\right)\right)-\left\|S_{w}^{*}-S_{z}^{*}\right\| \\
& =\gamma\left(S_{w}\right)\left(1-2 \delta\left(\operatorname{Ran} S_{z}, \operatorname{Ran} S_{w}\right)\right)-\left\|S_{w}-S_{z}\right\| \\
& \geq \frac{\gamma(T(w))}{8(k+1)}\left(1-\frac{\varepsilon}{3}\right)-\frac{\varepsilon \gamma(T(w))}{48(k+1)} \geq \frac{\gamma(T(w))}{16(k+1)}
\end{aligned}
$$

In particular, $\operatorname{Ran} T(z)=\operatorname{Ran} S_{z}$ is closed for each $z \in U_{0}$.
Furthermore,

$$
\delta\left(\operatorname{Ker} S_{w}, \operatorname{Ker} S_{z}\right) \leq \gamma\left(S_{z}\right)^{-1}\left\|S_{w}-S_{z}\right\| \leq \frac{16(k+1)}{\gamma(T(w))} \cdot \frac{\varepsilon \gamma(T(w))}{48(k+1)}<\varepsilon
$$

Find a subspace $G \subset X$ with $T(z) G=F$ and $\operatorname{dim} G=\operatorname{dim} F \leq k$. We have $\operatorname{Ker} S_{w}=\operatorname{Ker} T(w)$ and $\operatorname{Ker} S_{z}=\operatorname{Ker} T(z)+\left\{g \oplus-\gamma(T(w))^{-1} T(z) g\right.$ : $g \in G\}$. Consequently, $\delta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z)) \leq \delta(\operatorname{Ker} T(w), \operatorname{Ker} T(z)+G) \leq$ $\delta\left(\operatorname{Ker} S_{w}, \operatorname{Ker} S_{z}\right)<\varepsilon$. Thus

$$
\lim _{z \rightarrow w} \delta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0
$$

(iv) $\Rightarrow$ (vii): Let $\varepsilon>0$. Since $\lim _{z \rightarrow w} \delta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$, there exists a neighbourhood $U_{0}$ of $w$ with the following property: if $z \in U_{0}$, then $\operatorname{Ran} T(z)$ is closed, and there is an $N \supset \operatorname{Ker} T(z)$ with $\operatorname{dim} N / \operatorname{Ker} T(z) \leq k$ and $\delta(\operatorname{Ker} T(w), N)<\varepsilon$. Thus $\delta\left(N^{\perp}, \operatorname{Ran} T(w)^{*}\right)<\varepsilon$ where $N^{\perp} \subset \operatorname{Ran} T(z)^{*}$ and $\operatorname{dim} \operatorname{Ran} T(z)^{*} / N^{\perp}=\operatorname{dim} N / \operatorname{Ker} T(z) \leq k$. Hence $\vartheta_{k}\left(\operatorname{Ran} T(z)^{*}, \operatorname{Ran} T(w)^{*}\right)<\varepsilon$ and

$$
\lim _{z \rightarrow w} \vartheta_{k}\left(\operatorname{Ran} T(z)^{*}, \operatorname{Ran} T(w)^{*}\right)=0
$$

(vii) $\Rightarrow$ (ii): Let $\varepsilon>0$. Then there exists a neighbourhood $U_{1}$ of $w$ with the following property: if $z \in U_{1}$, then $\operatorname{Ran} T(z)^{*}$ is closed and there is a subspace $F^{\prime} \subset$ $X^{*}$ with $\operatorname{dim} F^{\prime} \leq k$ and $\delta\left(\operatorname{Ran} T(z)^{*}, \operatorname{Ran} T(w)^{*}+F^{\prime}\right)<\varepsilon$. Hence $\delta(\operatorname{Ker} T(w) \cap$ $\left.{ }^{\perp} F^{\prime}, \operatorname{Ker} T(z)\right)<\varepsilon$. Consequently, $\vartheta_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z)) \rightarrow 0$.

Definition 6. Let $X, Y$ be Banach spaces and $U$ a metric space. Let $T: U \rightarrow$ $\mathcal{B}(X, Y)$ be a norm-continuous function. Let $w \in U$ and $k \geq 0$. We say that $T$ is $k$-regular at $w$ if $\operatorname{Ran} T(w)$ is closed and $T$ satisfies any of the equivalent conditions of Theorem 5.

Corollary 7. A function $T: U \rightarrow \mathcal{B}(X, Y)$ is $k$-regular at $w$ if and only if the function $z \mapsto T(z)^{*}$ is $k$-regular at $w$.

As we have seen in Section 10, regular functions are closely related to exact sequences. Similarly, $k$-regular functions are connected with "Fredholm sequences".

Theorem 8. Let $X, Y, Z$ be Banach spaces and $U$ a metric space. Let $T: U \rightarrow$ $\mathcal{B}(X, Y)$ and $S: U \rightarrow \mathcal{B}(Y, Z)$ be norm-continuous functions satisfying $S(z) T(z)=$ 0 for all $z \in U$. Let $w \in U$, let $\operatorname{Ran} S(w)$ be closed and $\operatorname{dim} \operatorname{Ker} S(w) / \operatorname{Ran} T(w)=$ $k<\infty$. Then both $T$ and $S$ are $k$-regular at $w$.

Proof. By Lemma 16.2, Ran $T(w)$ is closed as a subspace of finite codimension in Ker $S(w)$. Let $F$ be a subspace satisfying $\operatorname{Ker} S(w)=\operatorname{Ran} T(w) \oplus F$ and $\operatorname{dim} F=k$. We have

$$
\begin{aligned}
\delta_{k}(\operatorname{Ran} T(z), \operatorname{Ran} T(w)) & \leq \delta(\operatorname{Ran} T(z), \operatorname{Ran} T(w)+F) \\
& =\delta(\operatorname{Ran} T(z), \operatorname{Ker} S(w)) \leq \delta(\operatorname{Ker} S(z), \operatorname{Ker} S(w)) \rightarrow 0
\end{aligned}
$$

Thus $T$ is $k$-regular at $w$.
Similarly, let $M \subset X$ be a subspace of codimension $k$ such that $\operatorname{Ran} T(w)=$ Ker $S(w) \cap M$. Then

$$
\begin{aligned}
\vartheta_{k}(\operatorname{Ker} S(w), \operatorname{Ker} S(z)) & \leq \delta(\operatorname{Ker} S(w) \cap M, \operatorname{Ker} S(z))=\delta(\operatorname{Ran} T(w), \operatorname{Ker} S(z)) \\
& \leq \delta(\operatorname{Ran} T(w), \operatorname{Ran} T(z)) \rightarrow 0
\end{aligned}
$$

Hence $S$ is $k$-regular at $w$.
Definition 9. Let $M, N$ be closed subspaces of a Banach space $X$. Suppose that there exists a subspace $M^{\prime} \supset M$ such that $\operatorname{dim} M^{\prime} / M<\infty$ and $\widehat{\delta}\left(M^{\prime}, N\right)<\sqrt{2}-1$. Then we define $\operatorname{jump}(M, N)=\operatorname{dim} M^{\prime} / M$.

The definition is correct: if $M^{\prime \prime} \supset M$ is another subspace with $\operatorname{dim} M^{\prime \prime} / M<$ $\infty$ and $\widehat{\delta}\left(M^{\prime \prime}, N\right)<\sqrt{2}-1$, then

$$
\widehat{\delta}\left(M^{\prime}, M^{\prime \prime}\right) \leq \widehat{\delta}\left(M^{\prime}, N\right)+\widehat{\delta}\left(N, M^{\prime \prime}\right)+\widehat{\delta}\left(M^{\prime}, N\right) \cdot \widehat{\delta}\left(N, M^{\prime \prime}\right)<1
$$

By Theorem 27.8, this means that $\operatorname{dim} M^{\prime} / M=\operatorname{dim} M^{\prime \prime} / M$.
Theorem 5 gives immediately an important result that for $k$-regular functions the jump in the kernel is always equal to the jump in the range. This is well known for operators in finite-dimensional spaces. Another classical result of this type is for the function $z \mapsto T-z$ where $T$ is a compact operator, see Theorem 15.11. The Kato decomposition gives the same result also for the function $z \mapsto T-z$ where $T$ is a semi-Fredholm operator, or more generally, an essentially Kato operator.

Theorem 10. Let $T: U \rightarrow \mathcal{B}(X, Y)$ be $k$-regular at a point $w \in U$. Then there exists a neighbourhood $U_{0}$ of $w$ such that

$$
\operatorname{jump}(\operatorname{Ker} T(z), \operatorname{Ker} T(w))=\operatorname{jump}(\operatorname{Ran} T(w), \operatorname{Ran} T(z))
$$

for each $z \in U_{0}$.
Proof. There is a neighbourhood $U_{1}$ of $w$ such that $\widehat{\delta}_{k}(\operatorname{Ran} T(z), \operatorname{Ran} T(w))<$ $\sqrt{2}-1$ and $\widehat{\delta}_{k}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))<\sqrt{2}-1$ for all $z \in U_{1}$. For each $z \in U_{1}$ fix subspaces $F_{z}, G_{z}$ such that $\operatorname{dim} F_{z} \leq k, \widehat{\delta}\left(\operatorname{Ran} T(z), \operatorname{Ran} T(w)+F_{z}\right)<\sqrt{2}-1$, $F_{z} \cap \operatorname{Ran} T(w)=\{0\}, \operatorname{dim} G_{z} \leq k, \widehat{\delta}\left(\operatorname{Ker} T(w), \operatorname{Ker} T(z)+G_{z}\right)<\sqrt{2}-1$ and $G_{z} \cap$ $\operatorname{Ker} T(z)=\{0\}$. Moreover, we can assume that $\lim _{z \rightarrow w} \widehat{\delta}(\operatorname{Ran} T(z), \operatorname{Ran} T(w)+$ $\left.F_{z}\right)=0$ and $\lim _{z \rightarrow w} \widehat{\delta}\left(\operatorname{Ker} T(w), \operatorname{Ker} T(z)+G_{z}\right)=0$.

By definition, we have $\operatorname{dim} F_{z}=j u m p(\operatorname{Ran} T(w), \operatorname{Ran} T(z))$ and $\operatorname{dim} G_{z}=$ jump $(\operatorname{Ker} T(z), \operatorname{Ker} T(w))$.

We show that $\operatorname{dim} F_{z}=\operatorname{dim} G_{z}$ for all $z$ in a certain neighbourhood of $w$. Suppose on the contrary that there is a sequence $\left(z_{n}\right)$ converging to $w$ with $\operatorname{dim} F_{z_{n}} \neq \operatorname{dim} G_{z_{n}}$. By passing to a subsequence if necessary we may assume that $\operatorname{dim} F_{z_{n}}$ and $\operatorname{dim} G_{z_{n}}$ are constant; denote this constants by $a$ and $b$. By assumption, $a \neq b$. We have $\lim _{n \rightarrow \infty} \widehat{\delta}_{a}\left(\operatorname{Ran} T\left(z_{n}\right), \operatorname{Ran} T(w)\right)=0$, and so, by Theorem $5, \lim _{n \rightarrow \infty} \widehat{\delta}_{a}\left(\operatorname{Ker} T(w), \operatorname{Ker} T\left(z_{n}\right)\right)=0$. Thus for all $n$ sufficiently large we have $b=\operatorname{jump}\left(\operatorname{Ker} T\left(z_{n}\right), \operatorname{Ker} T(w)\right) \leq a$. Similarly, it is possible to show that $a \leq b$, which is a contradiction. Hence

$$
\operatorname{jump}(\operatorname{Ker} T(z), \operatorname{Ker} T(w))=\operatorname{jump}(\operatorname{Ran} T(w), \operatorname{Ran} T(z))
$$

for all $z$ in a certain neighbourhood of $w$.
Theorem 11. Let $M_{0}, M_{1}$ and $M_{2}$ be closed subspaces of a Banach space $X$, let $k, n \geq 0$. Then

$$
\widehat{\delta}_{k+n}\left(M_{2}, M_{0}\right) \leq 4(n+2) \max \left\{\widehat{\delta}_{k}\left(M_{1}, M_{0}\right), \widehat{\delta}_{n}\left(M_{2}, M_{1}\right)\right\} .
$$

In particular, if $\max \left\{\widehat{\delta}_{k}\left(M_{1}, M_{0}\right), \widehat{\delta}_{n}\left(M_{2}, M_{1}\right)\right\}<\frac{\sqrt{2}-1}{4(n+2)}$, then

$$
\operatorname{jump}\left(M_{0}, M_{2}\right)=\operatorname{jump}\left(M_{0}, M_{1}\right)+\operatorname{jump}\left(M_{1}, M_{2}\right) .
$$

Proof. We may assume that $\max \left\{\widehat{\delta}_{k}\left(M_{1}, M_{0}\right), \widehat{\delta}_{n}\left(M_{2}, M_{1}\right)\right\}<1 / 8$, since the statement is trivial otherwise. Let $d>\max \left\{\widehat{\delta}_{k}\left(M_{1}, M_{0}\right), \widehat{\delta}_{n}\left(M_{2}, M_{1}\right)\right\}$. Then there exist subspaces $L_{0} \supset M_{0}$ and $L_{1} \supset M_{1}$ such that $\operatorname{dim} L_{0} / M_{0} \leq k, \operatorname{dim} L_{1} / M_{1} \leq n$, $\widehat{\delta}\left(L_{0}, M_{1}\right)<d$ and $\widehat{\delta}\left(L_{1}, M_{2}\right)<d$. Let $P \in \mathcal{B}\left(L_{1}\right)$ be a projection with $\|P\|<n+1$ and $\operatorname{Ker} P=M_{1}$. Set $F=\operatorname{Ran} P$.

We show that $\widehat{\delta}\left(L_{0}+F, M_{2}\right) \leq 4(n+2) d$. We may assume that $d<\frac{1}{4(n+2)}$.
(a) Let $x \in M_{2},\|x\|=1$. Then there exists $l_{1} \in L_{1}$ with $\left\|x-l_{1}\right\|<d$. Express $l_{1}=m_{1}+f$ with $m_{1} \in M_{1}$ and $f \in F$. Then $\left\|m_{1}\right\|=\left\|(I-P) l_{1}\right\|<(n+2)\left\|l_{1}\right\| \leq$ $(n+2)(1+d)$, and so there exists $l_{0} \in L_{0}$ with $\left\|m_{1}-l_{0}\right\|<(n+2)(1+d) d$. We have

$$
\begin{aligned}
\operatorname{dist}\left\{x, L_{0}+F\right\} & \leq\left\|x-\left(l_{0}+f\right)\right\| \leq\left\|x-l_{1}\right\|+\left\|l_{1}-\left(l_{0}+f\right)\right\| \\
& \leq d+\left\|m_{1}-l_{0}\right\| \leq d+(n+2)(1+d) d<2(n+2) d \leq 4(n+2) d
\end{aligned}
$$

Thus $\delta\left(M_{2}, L_{0}+F\right) \leq 4(n+2) d$.
(b) Let $x \in L_{0}+F$ and $\|x\|=1$. Express $x=l_{0}+f$ with $l_{0} \in L_{0}$ and $f \in F$. Then there exists $m_{1} \in M_{1}$ with $\left\|l_{0}-m_{1}\right\|<\left\|l_{0}\right\| \cdot d$, and so $\left\|m_{1}\right\|>$ $\left\|l_{0}\right\|-\left\|l_{0}-m_{1}\right\|>\left\|l_{0}\right\|(1-d)$. Since $m_{1}=(I-P)\left(m_{1}+f\right)$, we have $\left\|m_{1}+f\right\| \geq$ $\frac{\left\|m_{1}\right\|}{\|I-P\|}>\frac{\left\|l_{0}\right\|(1-d)}{n+2}$. Hence

$$
1=\left\|l_{0}+f\right\| \geq\left\|m_{1}+f\right\|-\left\|m_{1}-l_{0}\right\|>\frac{\left\|l_{0}\right\|(1-d)}{n+2}-\left\|l_{0}\right\| d \geq\left\|l_{0}\right\| \frac{1}{2(n+2)}
$$

Hence $\left\|l_{0}\right\| \leq 2(n+2)$ and there exists $m_{1} \in M_{1}$ with $\left\|l_{0}-m_{1}\right\|<2(n+2) d$. Therefore $\left\|m_{1}+f\right\| \leq\left\|l_{0}+f\right\|+\left\|m_{1}-l_{0}\right\|<1+2(n+2) d$ and there exists $m_{2} \in M_{2}$ with $\left\|m_{2}-\left(m_{1}+f\right)\right\|<(2(n+2) d+1) d$. Hence

$$
\begin{aligned}
\operatorname{dist}\left\{x, M_{2}\right\} & \leq\left\|l_{0}+f-m_{2}\right\| \leq\left\|l_{0}-m_{1}\right\|+\left\|m_{1}+f-m_{2}\right\| \\
& <2(n+2) d+2(n+2) d^{2}+d \leq 4(n+2) d .
\end{aligned}
$$

Thus $\delta\left(L_{0}+F, M_{2}\right) \leq 4(n+2) d$ and so $\widehat{\delta}_{k+n}\left(M_{2}, M_{0}\right) \leq 4(n+2) d$.
Suppose now that $\max \left\{\widehat{\delta}_{k}\left(M_{1}, M_{0}\right), \widehat{\delta}_{n}\left(M_{2}, M_{1}\right)\right\}<\frac{\sqrt{2}-1}{4(n+2)}$. Using the previous construction we have $\operatorname{jump}\left(M_{0}, M_{1}\right)=\operatorname{dim} L_{0} / M_{0}$ and $\operatorname{jump}\left(M_{1}, M_{2}\right)=$ $\operatorname{dim} L_{1} / M_{1}=\operatorname{dim} F$. It is sufficient to show that $F \cap L_{0}=\{0\}$. Indeed, this will imply that $\operatorname{jump}\left(M_{0}, M_{2}\right)=\operatorname{dim}\left(L_{0}+F\right) / M_{0}=\operatorname{dim} L_{0} / M_{0}+\operatorname{dim} F=$ $\operatorname{jump}\left(M_{0}, M_{1}\right)+\operatorname{jump}\left(M_{1}, M_{2}\right)$.

Suppose on the contrary that $F \cap L_{0} \neq\{0\}$. Let $f \in F \cap L_{0},\|f\|=1$. Then there exists $m_{1} \in M_{1}$ with $\left\|m_{1}-f\right\|<\frac{\sqrt{2}-1}{4(n+2)}$. Hence $\left\|P\left(m_{1}-f\right)\right\|=\|-f\|=1$ and so $\|P\| \geq \frac{4(n+2)}{\sqrt{2}-1}>n+2$, a contradiction with the assumption that $\|P\|<$ $n+1$.

## 33 Stability of index of complexes

Recall the most important stability results concerning the index ind $T=\alpha(T)-$ $\beta(T)=\operatorname{dim} \operatorname{Ker} T-\operatorname{codim} \operatorname{Ran} T$ of a semi-Fredholm operator $T: X \rightarrow Y$ :
(a) there exists $\varepsilon>0$ such that $\alpha\left(T^{\prime}\right) \leq \alpha(T)$ and $\beta\left(T^{\prime}\right) \leq \beta\left(T^{\prime}\right)$ for all $T^{\prime}$ : $X \rightarrow Y$ with $\left\|T^{\prime}-T\right\|<\varepsilon$;
(b) if $K: X \rightarrow Y$ is a compact operator, then $\operatorname{ind}(T+K)=\operatorname{ind} T$;
(c) there exists $\varepsilon>0$ such that ind $T^{\prime}=\operatorname{ind} T$ for all $T^{\prime}: X \rightarrow Y$ with $\left\|T^{\prime}-T\right\|<\varepsilon$
(d) there exists $\varepsilon>0$ such that both $\alpha(T-\lambda)$ and $\beta(T-\lambda)$ are constant in the punctured neighbourhood $\{\lambda \in \mathbb{C}: 0<|\lambda|<\varepsilon\}$.

In this and the next sections we discuss generalizations of these properties to complexes of Banach spaces.

Definition 1. By a complex $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ we mean an object of the following type:

$$
\begin{equation*}
0 \rightarrow X_{0} \xrightarrow{\psi_{0}} X_{1} \xrightarrow{\psi_{1}} \cdots \xrightarrow{\psi_{n-2}} X_{n-1} \xrightarrow{\psi_{n-1}} X_{n} \rightarrow 0 \tag{1}
\end{equation*}
$$

where $X_{i}$ are Banach spaces and $\psi_{i}: X_{i} \rightarrow X_{i+1}$ operators satisfying $\psi_{i+1} \psi_{i}=0$ for all $i$. Formally we set $X_{i}=\{0\}$ for either $i<0$ or $i>n$. Similarly, $\psi_{i}$ is the zero operator if either $i<0$ or $i \geq n$. Write $\alpha_{i}(\mathcal{K})=\operatorname{dim} \operatorname{Ker} \psi_{i} / \operatorname{Ran} \psi_{i-1}$. In particular, $\alpha_{0}(\mathcal{K})=\operatorname{dim} \operatorname{Ker} \psi_{0}$ and $\alpha_{n}(\mathcal{K})=\operatorname{codim} \operatorname{Ran} \psi_{n-1}$.

Complex (1) is called Fredholm if $\alpha_{i}(\mathcal{K})<\infty$ for all $i$. Obviously, in this case the operators $\psi_{i}$ have closed ranges.

The index of a Fredholm complex $\mathcal{K}$ is defined by

$$
\begin{equation*}
\operatorname{ind} \mathcal{K}=\sum_{i=0}^{n}(-1)^{i} \alpha_{i}(\mathcal{K}) \tag{2}
\end{equation*}
$$

A complex $\mathcal{K}$ is called semi-Fredholm if the operators $\psi_{i}$ have closed ranges and the index ind $\mathcal{K}$ is well defined by (2) (either $+\infty$ and $-\infty$ does not appear in the formula).

Note that this definition generalizes the classical definition of the index of a semi-Fredholm operator $T: X \rightarrow Y$. It is easy to see that ind $T$ is equal to the index of the semi-Fredholm complex $0 \rightarrow X \xrightarrow{T} Y \rightarrow 0$.

For two complexes $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ and $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ we set $\operatorname{dist}\left\{\mathcal{K}, \mathcal{K}^{\prime}\right\}=$ $\max \left\{\left\|\psi_{j}-\psi_{j}^{\prime}\right\|: j=0, \ldots, n-1\right\}$.

Property (a) for semi-Fredholm complexes was essentially proved in Section 27 even in a more general form.

Theorem 2. Let $X, Y, Z$ be Banach spaces, let $S: X \rightarrow Y$ and $T: Y \rightarrow Z$ be operators with closed ranges. Then there exists $\eta>0$ such that

$$
\begin{align*}
& \operatorname{dim} \operatorname{Ran} S /(\operatorname{Ran} S \cap \operatorname{Ker} T)+\operatorname{dim} \operatorname{Ker} T_{1} /\left(\operatorname{Ran} S_{1} \cap \operatorname{Ker} T_{1}\right) \\
& \quad \leq \operatorname{dim} \operatorname{Ran} S_{1} /\left(\operatorname{Ran} S_{1} \cap \operatorname{Ker} T_{1}\right)+\operatorname{dim} \operatorname{Ker} T /(\operatorname{Ran} S \cap \operatorname{Ker} T) \tag{3}
\end{align*}
$$

for all operators $S_{1}: X \rightarrow Y, T_{1}: Y \rightarrow Z$ with closed ranges such that $\left\|T_{1}-T\right\|<\eta$ and $\left\|S_{1}-S\right\|<\eta$.

Proof. Set $N=\operatorname{Ker} T$ and $R=\operatorname{Ran} S$. Let $\varepsilon$ be the number constructed in Theorem 27.11. Set $\eta=\frac{\varepsilon}{\max \{\gamma(S), \gamma(T)\}}$.

If $S_{1}: X \rightarrow Y$ and $T_{1}: Y \rightarrow Z$ are operators with closed ranges satisfying $\left\|S-S_{1}\right\|<\eta$ and $\left\|T-T_{1}\right\|<\eta$, then, by Lemma 10.12, $\delta\left(\operatorname{Ran} S, \operatorname{Ran} S_{1}\right) \leq$ $\gamma(S)^{-1}\left\|S-S_{1}\right\|<\varepsilon$ and $\delta\left(\operatorname{Ker} T_{1}, \operatorname{Ker} T\right) \leq \gamma(T)^{-1}\left\|T-T_{1}\right\|<\varepsilon$. Thus the inequality follows from Theorem 27.11.

Corollary 3. Let $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ be a semi-Fredholm complex. Then there exists $\varepsilon>0$ such that $\alpha_{i}\left(\mathcal{K}^{\prime}\right) \leq \alpha_{i}(\mathcal{K}) \quad(i=0, \ldots, n)$ for each semi-Fredholm complex $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ satisfying dist $\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$.

In particular, the functions $\mathcal{K} \mapsto \alpha_{i}(\mathcal{K})$ are upper semicontinuous.
Next, we show the stability of index under finite-rank perturbations.
Lemma 4. Let $X_{1}$ and $X_{2}$ be Banach spaces, let $T, T^{\prime} \in \mathcal{B}\left(X_{1}, X_{2}\right)$ be operators such that $T-T^{\prime}$ is a finite-rank operator and let $Z_{1} \subset X_{1}, Z_{2} \subset X_{2}$ be closed subspaces such that $Z_{1} \stackrel{e}{=} \operatorname{Ker} T, Z_{2} \stackrel{e}{=} \operatorname{Ran} T$. Then

$$
\begin{align*}
& \operatorname{dim} \operatorname{Ker} T /\left(Z_{1} \cap \operatorname{Ker} T\right)-\operatorname{dim} Z_{1} /\left(Z_{1} \cap \operatorname{Ker} T\right) \\
& \quad-\operatorname{dim} Z_{2} /\left(Z_{2} \cap \operatorname{Ran} T\right)+\operatorname{dim} \operatorname{Ran} T /\left(Z_{2} \cap \operatorname{Ran} T\right) \\
& =\operatorname{dim} \operatorname{Ker} T^{\prime} /\left(Z_{1} \cap \operatorname{Ker} T^{\prime}\right)-\operatorname{dim} Z_{1} /\left(Z_{1} \cap \operatorname{Ker} T^{\prime}\right)  \tag{4}\\
& \quad-\operatorname{dim} Z_{2} /\left(Z_{2} \cap \operatorname{Ran} T^{\prime}\right)+\operatorname{dim} \operatorname{Ran} T^{\prime} /\left(Z_{2} \cap \operatorname{Ran} T^{\prime}\right) .
\end{align*}
$$

Proof. Set

$$
\begin{aligned}
M_{1} & =\operatorname{Ker} T \cap \operatorname{Ker} T^{\prime} \cap Z_{1}, \\
M_{2} & =Z_{2} \cap \operatorname{Ran} T \cap \operatorname{Ran} T^{\prime}, \\
Y_{1} & =\operatorname{Ker} T+\operatorname{Ker} T^{\prime}+Z_{1} \quad \text { and } \\
Y_{2} & =Z_{2}+\operatorname{Ran} T+\operatorname{Ran} T^{\prime} .
\end{aligned}
$$

Then $\operatorname{dim} Y_{1} / M_{1}<\infty$ and $\operatorname{dim} Y_{2} / M_{2}<\infty$. Note that $\operatorname{Ran} T$ and $\operatorname{Ran} T^{\prime}$ are closed. Denote by $L$ and $R$ the expressions at the left- and right-hand sides of (4), respectively. Then

$$
\begin{aligned}
& L=\operatorname{dim} \operatorname{Ker} T / M_{1}-\operatorname{dim} Z_{1} / M_{1}-\operatorname{dim} Z_{2} / M_{2}+\operatorname{dim} \operatorname{Ran} T / M_{2} \\
& R=\operatorname{dim} \operatorname{Ker} T^{\prime} / M_{1}-\operatorname{dim} Z_{1} / M_{1}-\operatorname{dim} Z_{2} / M_{2}+\operatorname{dim} \operatorname{Ran} T^{\prime} / M_{2}
\end{aligned}
$$

and
$L-R=\operatorname{dim} \operatorname{Ker} T / M_{1}-\operatorname{dim} \operatorname{Ker} T^{\prime} / M_{1}+\operatorname{dim} \operatorname{Ran} T / M_{2}-\operatorname{dim} \operatorname{Ran} T^{\prime} / M_{2}$.
Let $\widehat{T}, \widehat{T^{\prime}}: X_{1} / M_{1} \rightarrow Y_{2}$ be the operators defined by $\widehat{T}\left(x_{1}+M_{1}\right)=T x_{1}$ and $\widehat{T^{\prime}}\left(x_{1}+M_{1}\right)=T^{\prime} x_{1}$ for all $x_{1}+M_{1} \in X_{1} / M_{1}$. Clearly, $\widehat{T}, \widehat{T}^{\prime} \in \Phi_{+}\left(X_{1} / M_{1}, Y_{2}\right)$, $\operatorname{Ran} \widehat{T}=\operatorname{Ran} T, \operatorname{Ran} \widehat{T}^{\prime}=\operatorname{Ran} T^{\prime}, \widehat{T}-\widehat{T}^{\prime}$ is a finite-rank operator and $\operatorname{dim} Y_{2} / M_{2}=\operatorname{dim} Y_{2} / \operatorname{Ran} T+\operatorname{dim} \operatorname{Ran} T / M_{2}=\operatorname{dim} Y_{2} / \operatorname{Ran} T^{\prime}+\operatorname{dim} \operatorname{Ran} T^{\prime} / M_{2}$.

Thus

$$
\begin{aligned}
L-R & =\operatorname{dim} \operatorname{Ker} \widehat{T}-\operatorname{dim} \operatorname{Ker} \widehat{T}^{\prime}+\operatorname{dim} \operatorname{Ran} \widehat{T} / M_{2}-\operatorname{dim} \operatorname{Ran} \widehat{T}^{\prime} / M_{2} \\
& =\operatorname{dim} \operatorname{Ker} \widehat{T}-\operatorname{dim} \operatorname{Ker} \widehat{T}^{\prime}-\operatorname{codim} \operatorname{Ran} \widehat{T}+\operatorname{codim} \operatorname{Ran} \widehat{T}^{\prime} \\
& =\operatorname{ind} \widehat{T}-\operatorname{ind} \widehat{T}^{\prime}=0
\end{aligned}
$$

by the stability of index of semi-Fredholm operators, see Theorem 16.16.
Theorem 5. Let $\mathcal{K}=\left\{X_{i}, \psi_{i}\right\}_{i=0}^{n}, \mathcal{K}^{\prime}=\left\{X_{i}, \psi_{i}^{\prime}\right\}_{i=0}^{n}$ be semi-Fredholm complexes such that $\psi_{i}-\psi_{i}^{\prime}$ are finite-rank operators for all $i=0, \ldots, n-1$. Then ind $\mathcal{K}=$ ind $\mathcal{K}^{\prime}$.

Proof. If ind $\mathcal{K}= \pm \infty$, then $\pm \infty$ appears in the expression defining the index of $\mathcal{K}$. Clearly, the corresponding term for $\mathcal{K}^{\prime}$ is also equal to $\pm \infty$, and so ind $\mathcal{K}=\operatorname{ind} \mathcal{K}^{\prime}$. Therefore we can assume that both complexes are Fredholm.

For $j=0, \ldots, n$ define

$$
\begin{aligned}
c_{j}= & \sum_{i=0}^{j-1}(-1)^{i} \alpha_{i}\left(\mathcal{K}^{\prime}\right)+(-1)^{j} \operatorname{dim} \operatorname{Ker} \psi_{j} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}^{\prime}\right) \\
& -(-1)^{j} \operatorname{dim} \operatorname{Ran} \psi_{j-1}^{\prime} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}^{\prime}\right)+\sum_{i=j+1}^{j-1}(-1)^{i} \alpha_{i}(\mathcal{K}) .
\end{aligned}
$$

We have

$$
c_{0}=\operatorname{dim} \operatorname{Ker} \psi_{0}+\sum_{i=1}^{n}(-1)^{i} \alpha_{i}(\mathcal{K})=\operatorname{ind} \mathcal{K}
$$

and similarly,

$$
c_{n}=\sum_{i=0}^{n-1}(-1)^{i} \alpha_{i}\left(\mathcal{K}^{\prime}\right)+(-1)^{n} \operatorname{dim} X_{n} / \operatorname{Ran} \psi_{n-1}^{\prime}=\operatorname{ind} \mathcal{K}^{\prime}
$$

Thus it is sufficient to show that $c_{j+1}=c_{j}$ for $j=0, \ldots, n-1$. Fix $j, 0 \leq j \leq n-1$. We have

$$
\begin{aligned}
& (-1)^{j}\left(c_{j}-c_{j+1}\right) \\
& =\operatorname{dim} \operatorname{Ker} \psi_{j} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}^{\prime}\right)-\operatorname{dim} \operatorname{Ran} \psi_{j-1}^{\prime} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}^{\prime}\right) \\
& \quad-\operatorname{dim} \operatorname{Ker} \psi_{j+1} / \operatorname{Ran} \psi_{j}-\operatorname{dim} \operatorname{Ker} \psi_{j}^{\prime} / \operatorname{Ran} \psi_{j-1}^{\prime} \\
& \quad+\operatorname{dim} \operatorname{Ker} \psi_{j+1} /\left(\operatorname{Ker} \psi_{j+1} \cap \operatorname{Ran} \psi_{j}^{\prime}\right)-\operatorname{dim} \operatorname{Ran} \psi_{j}^{\prime} /\left(\operatorname{Ker} \psi_{j+1} \cap \operatorname{Ran} \psi_{j}^{\prime}\right)=0
\end{aligned}
$$

by Lemma 4 for $Z_{1}=\operatorname{Ran} \psi_{j-1}^{\prime}, Z_{2}=\operatorname{Ker} \psi_{j+1}, T=\psi_{j}$ and $T^{\prime}=\psi_{j}^{\prime}$. This completes the proof.

The stability of index under compact perturbations is also true but the proof is much more complicated. We state the result here without proof; for an outline of the basic ideas see C.33.4.

Theorem 6. Let $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}, \mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ be semi-Fredholm complexes such that $\psi_{i}-\psi_{i}^{\prime}$ are compact operators for all $i=0, \ldots, n-1$. Then ind $\mathcal{K}=$ ind $\mathcal{K}^{\prime}$.

The stability of index of Fredholm complexes under small perturbations follows from the results of the previous section.

Theorem 7. Let $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ be be a Fredholm complex. Then there exists $\varepsilon>0$ such that ind $\mathcal{K}^{\prime}=$ ind $\mathcal{K}$ for each Fredholm complex $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ satisfying $\operatorname{dist}\left\{\mathcal{K}, \mathcal{K}^{\prime}\right\}<\varepsilon$.

Proof. Let $k=\max \left\{\alpha_{j}(\mathcal{K}): j=0, \ldots, n\right\}$. Let $U$ be the metric space of all Fredholm complexes $\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ with the distance defined above.

By Theorem 32.8, the functions $\left(X_{i}, \xi_{i}\right)_{i=0}^{n} \mapsto \xi_{j}$ are $k$-regular at $\mathcal{K}$ for all $j=0, \ldots, n-1$. By Theorem 32.10, there exists $\varepsilon>0$ such that, for all $j$ and all complexes $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)$ with dist $\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$, we have $\widehat{\delta}_{k}\left(\operatorname{Ker} \psi_{j}^{\prime}\right.$, $\left.\operatorname{Ker} \psi_{j}\right)<$ $\frac{\sqrt{2}-1}{16(k+2)^{2}}, \widehat{\delta}_{k}\left(\operatorname{Ran} \psi_{j}^{\prime}, \operatorname{Ran} \psi_{j}\right)<\frac{\sqrt{2}-1}{16(k+2)^{2}}$ and

$$
\operatorname{jump}\left(\operatorname{Ker} \psi_{j}^{\prime}, \operatorname{Ker} \psi_{j}\right)=\operatorname{jump}\left(\operatorname{Ran} \psi_{j}, \operatorname{Ran} \psi_{j}^{\prime}\right) .
$$

Fix a complex $\mathcal{K}^{\prime}$ with $\operatorname{dist}\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$. Let $c_{j}=\operatorname{jump}\left(\operatorname{Ker} \psi_{j}^{\prime}, \operatorname{Ker} \psi_{j}\right)=$ jump $\left(\operatorname{Ran} \psi_{j}, \operatorname{Ran} \psi_{j}^{\prime}\right)$. Then $c_{j} \leq k$. Formally set $c_{-1}=0=c_{n}$.

Using Theorem 32.12 twice we get

$$
\begin{aligned}
& \alpha_{j}(\mathcal{K})=\operatorname{jump}\left(\operatorname{Ran} \psi_{j-1}, \operatorname{Ker} \psi_{j}\right) \\
& =\operatorname{jump}\left(\operatorname{Ran} \psi_{j-1}, \operatorname{Ran} \psi_{j-1}^{\prime}\right)+\operatorname{jump}\left(\operatorname{Ran} \psi_{j-1}^{\prime}, \operatorname{Ker} \psi_{j}^{\prime}\right)+\operatorname{jump}\left(\operatorname{Ker} \psi_{j}^{\prime}, \operatorname{Ker} \psi_{j}\right) \\
& =c_{j-1}+\alpha_{j}\left(\mathcal{K}^{\prime}\right)+c_{j} .
\end{aligned}
$$

Hence

$$
\text { ind } \mathcal{K}=\sum_{j=0}^{n}(-1)^{j} \alpha_{j}=\sum_{j=0}^{n}(-1)^{j}\left(c_{j-1}+\alpha_{j}^{\prime}+c_{j}\right)=\sum_{j=0}^{n}(-1)^{j} \alpha_{j}^{\prime}=\operatorname{ind} \mathcal{K}^{\prime}
$$

Corollary 8. Let $\mathcal{K}$ be a Fredholm complex and $0 \leq m \leq n$. Then there exists $\varepsilon>0$ such that, for each Fredholm complex $\mathcal{K}^{\prime}$ with $\operatorname{dist}\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$, we have:
(i) if $m$ is odd, then $\sum_{j=0}^{m}(-1)^{j} \alpha_{j}\left(\mathcal{K}^{\prime}\right) \geq \sum_{j=0}^{m}(-1)^{j} \alpha_{j}(\mathcal{K})$ and

$$
\sum_{j=0}^{m}(-1)^{j} \alpha_{n-j}\left(\mathcal{K}^{\prime}\right) \geq \sum_{j=0}^{m}(-1)^{j} \alpha_{n-j}(\mathcal{K})
$$

(ii) if $m$ is even, then $\sum_{j=0}^{m}(-1)^{j} \alpha_{j}\left(\mathcal{K}^{\prime}\right) \leq \sum_{j=0}^{m}(-1)^{j} \alpha_{j}(\mathcal{K})$ and $\sum_{j=0}^{m}(-1)^{j} \alpha_{n-j}\left(\mathcal{K}^{\prime}\right) \geq \sum_{j=0}^{m}(-1)^{j} \alpha_{n-j}(\mathcal{K})$.

Proof. Let $k=\max \left\{\alpha_{j}(\mathcal{K}): j=0, \ldots, n\right\}$ and let $\varepsilon$ be the number constructed in the previous theorem. Let $\mathcal{K}^{\prime}$ be a Fredholm complex satisfying $\operatorname{dist}\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$. As in the previous proof we set

$$
c_{j}=\operatorname{jump}\left(\operatorname{Ran} \psi_{j}, \operatorname{Ran} \psi_{j}^{\prime}\right)=\operatorname{jump}\left(\operatorname{Ker} \psi_{j}^{\prime}, \operatorname{Ker} \psi_{j}\right) .
$$

We have

$$
\sum_{j=0}^{m}(-1)^{j} \alpha_{j}(\mathcal{K})=\sum_{j=0}^{m}(-1)^{j}\left(c_{j-1}+\alpha_{j}\left(\mathcal{K}^{\prime}\right)+c_{j}\right)=\sum_{j=0}^{m}(-1)^{j} \alpha_{j}\left(\mathcal{K}^{\prime}\right)+(-1)^{m} c_{m}
$$

This proves the first inequalities both in (i) and (ii).
The remaining statements can be proved similarly.
The previous stability result can be extended to semi-Fredholm complexes. We need the following lemma.

Lemma 9. Let $X, Y$ be Banach spaces, let $S: X \rightarrow Y$ and $T: Y \rightarrow X$ be operators with closed ranges such that $\operatorname{Ran} S=\operatorname{Ker} T$ and $\operatorname{Ran} T \subset \operatorname{Ker} S$. Then there exists $\varepsilon>0$ such that

$$
\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T=\operatorname{dim} \operatorname{Ker} S_{1} / \operatorname{Ran} T_{1}
$$

for all operators $S_{1}: X \rightarrow Y$ and $T_{1}: Y \rightarrow X$ such that $\left\|S_{1}-S\right\|<\varepsilon,\left\|T_{1}-T\right\|<\varepsilon$, $\operatorname{Ran} S_{1} \subset \operatorname{Ker} T_{1}$ and $\operatorname{Ran} T_{1} \subset \operatorname{Ker} S_{1}$.
Proof. The sequence $X \xrightarrow{S} Y \xrightarrow{T} X$ is exact in the middle. By Lemma 11.3, there exist positive constants $\varepsilon_{1}>0$ and $c$ such that $\operatorname{Ran} S_{1}=\operatorname{Ker} T_{1}, \gamma\left(S_{1}\right) \geq c$ and $\gamma\left(T_{1}\right) \geq c$ for all operators $S_{1}: X \rightarrow Y, T_{1}: Y \rightarrow X$ satisfying $\left\|S_{1}-S\right\|<\varepsilon_{1}$, $\left\|T_{1}-T\right\|<\varepsilon_{1}$ and $\operatorname{Ran} S_{1} \subset \operatorname{Ker} T_{1}$.

Set $\varepsilon=\min \left\{\varepsilon_{1}, \frac{c}{9}\right\}$. Let $S_{1}$ and $T_{1}$ be operators satisfying $\left\|S_{1}-S\right\|<\varepsilon$, $\left\|T_{1}-T\right\|<\varepsilon$, $\operatorname{Ran} S_{1} \subset \operatorname{Ker} T_{1}$ and $\operatorname{Ran} T_{1} \subset \operatorname{Ker} S_{1}$. Then, by Lemma 10.12, we have $\widehat{\delta}\left(\operatorname{Ker} S, \operatorname{Ker} S_{1}\right) \leq c^{-1}\left\|S_{1}-S\right\|<1 / 9$ and $\widehat{\delta}\left(\operatorname{Ran} T, \operatorname{Ran} T_{1}\right) \leq c^{-1}\left\|T_{1}-T\right\|<$ $1 / 9$. By Theorem 27.8, we have the required equality.

Theorem 10. Let $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ be a semi-Fredholm complex. Then there exists $\varepsilon>0$ such that ind $\mathcal{K}^{\prime}=$ ind $\mathcal{K}$ for every semi-Fredholm complex $\mathcal{K}^{\prime}$ satisfying $\operatorname{dist}\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}<\varepsilon$.

Proof. To simplify the statement, set

$$
X=\bigoplus_{i \text { even }} X_{i}, \quad Y=\bigoplus_{i \text { odd }} X_{i}, \quad T=\bigoplus_{i \text { even }} \psi_{i} \quad \text { and } \quad S=\bigoplus_{i \text { odd }} \psi_{i}
$$

Then
$T S=0, \quad S T=0 \quad$ and $\quad$ ind $\mathcal{K}=\operatorname{dim} \operatorname{Ker} T / \operatorname{Ran} S-\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T$.
Consider the operators $\tilde{T}: \tilde{X} \rightarrow \tilde{Y}$ and $\tilde{S}: \tilde{Y} \rightarrow \tilde{X}$ defined in Section 17. So $\tilde{S} \tilde{T}=0$ and $\tilde{T} \tilde{S}=0$.

Let $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ be a semi-Fredholm complex close to $\mathcal{K}$ and define similarly the operators $T^{\prime}: X \rightarrow Y$ and $S^{\prime}: Y \rightarrow X$ corresponding to $\mathcal{K}^{\prime}$. So $T^{\prime} S^{\prime}=0, S^{\prime} T^{\prime}=0$ and $\max \left\{\left\|T^{\prime}-T\right\|,\left\|S^{\prime}-S\right\|\right\}=\operatorname{dist}\left\{\mathcal{K}^{\prime}, \mathcal{K}\right\}$.

We distinguish two cases:
(a) Let $\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T=\infty$. Since the complex $\mathcal{K}$ is semi-Fredholm, we have $\operatorname{dim} \operatorname{Ker} T / \operatorname{Ran} S<\infty$, and so $\operatorname{Ker} \tilde{T}=\operatorname{Ran} \tilde{S}$. By Theorem 17.10, $\operatorname{dim} \operatorname{Ker} \tilde{S} / \operatorname{Ran} \tilde{T}=\infty$. By the previous lemma, $\operatorname{dim} \operatorname{Ker} \tilde{S}^{\prime} / \operatorname{Ran} \tilde{T}^{\prime}=\infty$ for each semi-Fredholm complex $\mathcal{K}^{\prime}$ sufficiently close to $\mathcal{K}$. So $\operatorname{dim} \operatorname{Ker} S^{\prime} / \operatorname{Ran} T^{\prime}=\infty$. Hence ind $\mathcal{K}^{\prime}=\infty=\operatorname{ind} \mathcal{K}$.

Similar considerations can be done if $\operatorname{dim} \operatorname{Ker} T / \operatorname{Ran} S=\infty$.
(b) It remains the case $\operatorname{dim} \operatorname{Ker} T / \operatorname{Ran} S<\infty$ and $\operatorname{dim} \operatorname{Ker} S / \operatorname{Ran} T<\infty$. Then $\mathcal{K}$ is a Fredholm complex, and so $\operatorname{Ran} \widetilde{S}=\operatorname{Ker} \widetilde{T}$ and $\operatorname{Ran} \widetilde{T}=\operatorname{Ker} \widetilde{S}$.

By Lemma $9, \operatorname{Ran} \widetilde{S}^{\prime}=\operatorname{Ker} \widetilde{T}^{\prime}$ and $\operatorname{Ran} \widetilde{T}^{\prime}=\operatorname{Ker} \widetilde{S}^{\prime}$ whenever $T^{\prime}, S^{\prime}$ are operators induced by a semi-Fredholm complex $\mathcal{K}^{\prime}$ which is sufficiently close to $\mathcal{K}$. Thus $\mathcal{K}^{\prime}$ is also a Fredholm complex.

The equality ind $\mathcal{K}^{\prime}=$ ind $\mathcal{K}$ for Fredholm complexes $\mathcal{K}^{\prime}$ close enough to $\mathcal{K}$ was proved in Theorem 7.

Corollary 11. Let $A=\left(A_{1}, A_{2}\right)$ be a pair of commuting operators on a Banach space $X$. Then $\partial \sigma_{T}(A) \subset \sigma_{\pi}(A) \cup \sigma_{\delta}(A)$.

Proof. Let $\lambda \in \partial \sigma_{T}(A) \backslash\left(\sigma_{\pi}(A) \cup \sigma_{\delta}(A)\right)$. Then the Koszul complex of the pair $A-\lambda$ is semi-Fredholm. Furthermore, there is a sequence $\lambda^{(j)} \in \mathbb{C}^{2} \backslash \sigma_{T}(A)$ converging to $\lambda$. Thus the Koszul complex $\mathcal{K}\left(A-\lambda^{(j)}\right)$ of $A-\lambda^{(j)}$ is exact, and so ind $\mathcal{K}\left(A-\lambda^{(j)}\right)=$ 0 for all $j$. By the continuity of the index we have ind $\mathcal{K}(A-\lambda)=0$. Since $\lambda \notin \sigma_{\pi}(A) \cup \sigma_{\delta}(A)$, the Koszul complex $\mathcal{K}(A-\lambda)$ is exact, and so $\lambda \notin \sigma_{T}(A)$, which is a contradiction.

## 34 Essential Taylor spectrum

Definition 1. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$. The essential Taylor spectrum $\sigma_{T e}(A)$ is the set of all $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}$ such that the Koszul complex of $A-\lambda=\left(A_{1}-\lambda_{1}, \ldots, A_{n}-\lambda_{n}\right)$ is not Fredholm.

Clearly, $\sigma_{T e}(A) \subset \sigma_{T}(A)$. For single operators we have $\sigma_{T e}\left(A_{1}\right)=\sigma_{e}\left(A_{1}\right)$.
Let $\tilde{X}=\ell^{\infty}(X) / m(X)$ and $\tilde{A}=\left(\tilde{A}_{1}, \ldots, \tilde{A}_{n}\right) \in \mathcal{B}(\tilde{X})^{n}$ be the construction studied in Section 17. By Theorem 17.10, the Koszul complex of $A$ is Fredholm if and only if the Koszul complex of $\tilde{A}$ is exact. Thus $\sigma_{T e}(A)=\sigma_{T}(\tilde{A})$.

Corollary 2. The essential Taylor spectrum is an upper semicontinuous spectral system.

Another corollary of the equality $\sigma_{T e}(A)=\sigma_{T}(\tilde{A})$ is:
Theorem 3. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ and $B=\left(B_{1}, \ldots, B_{n}\right)$ be commuting $n$-tuples of operators on a Banach space $X$ such that operators $A_{i}-B_{i}$ are compact for $i=1, \ldots, n$. Then $\sigma_{T e}(A)=\sigma_{T e}(B)$.

For one operator the difference $\sigma\left(A_{1}\right) \backslash \sigma_{e}\left(A_{1}\right)$ can be characterized easily. It consists of whole components of $\mathbb{C} \backslash \sigma_{e}\left(A_{1}\right)$ and at most countably many isolated points, see Theorem 19.4.

The difference $\sigma_{T}(A) \backslash \sigma_{T e}(A)$ for $n$-tuples of operators can be more complicated. As in Theorem 19.17 one can show that the set $\sigma_{T}(A) \backslash \widehat{\sigma}_{T e}(A)$ consists of countable many isolated points.

We are going to show that $\sigma_{T}(A) \backslash \sigma_{T e}(A)$ is always an analytic set.
Let $U \subset \mathbb{C}^{n}$ be an open set. Recall that a subset $M \subset U$ is called analytic in $U$ if for every $w \in U$ there exists a neighbourhood $U_{0}$ of $w$ and a family $\left\{f_{\alpha}: \alpha \in \Lambda\right\} \subset H\left(U_{0}\right)$ such that $M \cap U_{0}=\left\{z \in U_{0}: f_{\alpha}(z)=0\right.$ for all $\left.\alpha \in \Lambda\right\}$.

The set $\left\{f_{\alpha}\right\}$ can be always chosen to be finite, see [GR, p. 86].
We start with the following lemma:
Lemma 4. Let $U \subset \mathbb{C}^{n}$ be an open subset, let $T: U \rightarrow \mathcal{B}(X, Y)$ be an analytic function, let $k \in \mathbb{N}$. Then the set $\{z \in U: \operatorname{dim} \operatorname{Ran} T(z))<k\}$ is analytic.

Proof. If $x_{1}, \ldots, x_{k} \in X, y_{1}^{*}, \ldots, y_{k}^{*} \in Y^{*}, z \in U$ and $\operatorname{dim} \operatorname{Ran} T(z)<k$, then the vectors $T(z) x_{1}, \ldots, T(z) x_{k}$ are linearly dependent and $\operatorname{det}\left(\left\langle T(z) x_{i}, y_{j}^{*}\right\rangle\right)=0$.

On the other hand, if $\operatorname{dim} \operatorname{Ran} T(z) \geq k$, then there are vectors $x_{1}, \ldots, x_{k} \in X$ and $y_{1}^{*}, \ldots, y_{k}^{*} \in Y^{*}$ such that $\left\langle T(z) x_{i}, y_{j}^{*}\right\rangle=\delta_{i j}$, and so $\operatorname{det}\left(\left\langle T(z) x_{i}, y_{j}^{*}\right\rangle\right) \neq 0$. Thus

$$
\begin{aligned}
& \{z \in U: \operatorname{dim} \operatorname{Ran} T(z))<k\} \\
& \quad=\left\{z \in U: \operatorname{det}\left(\left\langle T(z) x_{i}, y_{j}^{*}\right\rangle\right)=0 \text { for all } x_{1}, \ldots, x_{k} \in X, y_{1}^{*}, \ldots, y_{k}^{*} \in Y^{*}\right\}
\end{aligned}
$$

which is an analytic set.
Corollary 5. Let $X, Y, Z$ be Banach spaces and let $U$ be an open subset of $\mathbb{C}^{n}$. Let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T: U \rightarrow \mathcal{B}(Y, Z)$ be analytic functions and $k \in \mathbb{N}$. Then the set $\{z \in U: \operatorname{dim} \operatorname{Ran} S(z) /(\operatorname{Ran} S(z) \cap \operatorname{Ker} T(z))<k\}$ is analytic.

Proof. We have $\operatorname{dim} \operatorname{Ran} S(z) /(\operatorname{Ran} S(z) \cap \operatorname{Ker} T(z))=\operatorname{dim} \operatorname{Ran}(T(z) S(z))$, so the corollary follows from the preceding lemma.

Lemma 6. Let $U$ be an open subset of $\mathbb{C}^{n}$, let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T: U \rightarrow$ $\mathcal{B}(Y, Z)$ be functions regular in $U$. Suppose that $\operatorname{Ker} T(z) \stackrel{e}{=} \operatorname{Ran} S(z)$ for all $z \in U$. Then the function $\alpha$ defined by

$$
\begin{aligned}
\alpha(z)= & \operatorname{dim} \operatorname{Ker} T(z) /(\operatorname{Ker} T(z) \cap \operatorname{Ran} S(z)) \\
& \quad-\operatorname{dim} \operatorname{Ran} S(z) /(\operatorname{Ker} T(z) \cap \operatorname{Ran} S(z))
\end{aligned}
$$

is constant on each component of $U$.

Proof. Let $U_{0}$ be a component of $U$. If there is no $w \in U_{0}$ with $\alpha(w)<\infty$, then clearly $\alpha(z)=\infty$ on $U_{0}$.

Let $w \in U$ satisfy $\alpha(w)<\infty$. Then $\lim _{z \rightarrow w} \widehat{\delta}(\operatorname{Ker} T(w), \operatorname{Ker} T(z))=0$ and $\lim _{z \rightarrow w} \widehat{\delta}(\operatorname{Ran} S(w), \operatorname{Ran} S(z))=0$ by Theorem 10.21 (iv) and (vi). Thus, by Theorem 27.8, $\alpha(z)=\alpha(w)$ for all $z$ sufficiently close to $w$.

A standard argument gives that $\alpha(z)$ is constant on the whole component of connectivity $U_{0}$.

Lemma 7. Let $U$ be an open subset of $\mathbb{C}^{n}$, let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T: U \rightarrow$ $\mathcal{B}(Y, Z)$ be analytic functions satisfying $T(z) S(z)=0 \quad(z \in U)$. Suppose that there are Banach spaces $X_{1}$ and $Z_{1}$ and regular analytic functions $S_{1}: U \rightarrow$ $\mathcal{B}\left(X_{1}, Y\right), T_{1}: U \rightarrow \mathcal{B}\left(Y, Z_{1}\right)$ satisfying $\operatorname{Ker} T_{1}(z) \subset \operatorname{Ran} S(z) \subset \operatorname{Ker} T(z) \subset$ $\operatorname{Ran} S_{1}(z)$, see the diagram below. Suppose that $\operatorname{dim} \operatorname{Ran} S_{1}(z) / \operatorname{Ker} T_{1}(z)<\infty$ for all $z \in U$. Then the set $\{z \in G: \operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z) \geq k\}$ is analytic in $U$ for each $k \geq 0$.

$$
X \xrightarrow{\text { S(z) }} \begin{gathered}
X_{1} \\
\left\lvert\, \begin{array}{l}
S_{1}(z) \\
Y \\
\downarrow_{1}(z) \\
T_{1}(z) \\
Z_{1}
\end{array}\right. \\
\hline
\end{gathered}
$$

Proof. We can assume that $U$ is connected. For each $j$ set

$$
\left.A_{j}=\left\{z \in U: \operatorname{dim} \operatorname{Ran} S(z) / \operatorname{Ker} T_{1}(z)\right) \leq j\right\}
$$

and

$$
B_{j}=\left\{z \in U: \operatorname{dim} \operatorname{Ran} S_{1}(z) / \operatorname{Ker} T(z) \leq j\right\}
$$

By Corollary $5, A_{j}$ and $B_{j}$ are analytic sets. By Lemma 6 , there is a constant $c$ such that $\operatorname{dim} \operatorname{Ran} S_{1}(z) / \operatorname{Ker} T_{1}(z)=c$ in $U$. Thus

$$
\begin{aligned}
\{z & \in G: \operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z) \geq k\} \\
& =\left\{z \in G: \operatorname{dim} \operatorname{Ran} S_{1}(z) / \operatorname{Ker} T(z)+\operatorname{dim} \operatorname{Ran} S(z) / \operatorname{Ker} T_{1}(z) \leq c-k\right\} \\
& =\bigcup_{i=0}^{c-k} A_{i} \cap B_{c-k-i} .
\end{aligned}
$$

The last set is clearly analytic.
Theorem 8. Let $U$ be an open subset of $\mathbb{C}^{n}$, let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T$ : $U \rightarrow \mathcal{B}(Y, Z)$ be analytic operator-valued functions. Suppose that $T(z) S(z)=0$, $\operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z)<\infty$ and the operators $S(z)$ and $T(z)$ have generalized inverses for all $z \in U$. Let $k \in \mathbb{N}$. Then the set $\{z \in G: \alpha(z) \geq k\}$ is analytic.

Proof. Let $w \in U$. Let $V$ be a generalized inverse of $S(w)$, so $V S(w) V=V$ and $S(w) V S(w)=S(w)$. Set $P=I-S(w) V$. Then $P$ is a projection and Ker $P=$ $\operatorname{Ran} S(w)$.

The operator $I+(S(z)-S(w)) V$ is invertible for all $z$ close to $w$. Set $P(z)=$ $P(I+(S(z)-S(w)) V)^{-1} \in \mathcal{B}(Y)$. Since $\operatorname{Ran} S(z)=\operatorname{Ran} P$ is constant, the function $z \mapsto P(z)$ is regular at $w$. We prove that $\operatorname{Ker} P(z) \subset \operatorname{Ran} S(z)$. Let $y \in \operatorname{Ker} P(z)$. Then

$$
(I+(S(z)-S(w)) V)^{-1} y \in \operatorname{Ker} P=\operatorname{Ran} S(w)
$$

and so $y \in(I+(S(z)-S(w)) V) S(w) X=S(z) V S(w) X \subset \operatorname{Ran} S(z)$.
Similarly, let $W$ be a generalized inverse of $T(w)$. Set $Q=I-W T(w)$. Then $Q$ is a projection with $\operatorname{Ran} Q=\operatorname{Ker} T(w)$. For $z$ close to $w$ define $Q(z) \in \mathcal{B}(Y)$ by $Q(z)=(I+W(T(z)-T(w)))^{-1} Q$. Since $\operatorname{Ker} Q(z)=\operatorname{Ker} Q$ is constant, the function $z \mapsto Q(z)$ is regular. We have

$$
W T(z)=W T(w)+W(T(z)-T(w))=I-Q+W(T(z)-T(w))
$$

and

$$
(I+W(T(z)-T(w)))^{-1} W T(z)=I-(I+W(T(z)-T(w)))^{-1} Q=I-Q(z)
$$

Consequently, $\operatorname{Ker} T(z) \subset \operatorname{Ran} Q(z)$. Thus we have

$$
\operatorname{Ker} P(z) \subset \operatorname{Ran} S(z) \subset \operatorname{Ker} T(z) \subset \operatorname{Ran} Q(z)
$$

and

$$
\operatorname{dim} \operatorname{Ran} Q(w) / \operatorname{Ker} P(w)=\operatorname{dim} \operatorname{Ran} Q / \operatorname{Ker} P=\operatorname{dim} \operatorname{Ker} T(w) / \operatorname{Ran} S(w)<\infty
$$

The rest follows from Lemma 7.
In particular, if $A=\left(A_{1}, \ldots, A_{n}\right)$ is an $n$-tuple of commuting Hilbert space operators, then the difference $\sigma_{T}(A) \backslash \sigma_{T e}(A)$ is an analytic set.

To show the same statement for Banach space operators is a little bit more complicated. We need the following two lemmas.
Lemma 9. Let $U$ be an open subset of $\mathbb{C}^{n}$, let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T: U \rightarrow$ $\mathcal{B}(Y, Z)$ be analytic functions satisfying $T(z) S(z)=0 \quad(z \in U)$. Suppose that there are Banach spaces $X_{1}, Z_{1}$, finite-dimensional Banach spaces $F, G$ and regular analytic functions $S_{1}: U \rightarrow \mathcal{B}\left(X_{1}, Y \oplus F\right)$ and $T_{1}: U \rightarrow \mathcal{B}\left(Y \oplus G, Z_{1}\right)$ with the property that $\operatorname{Ran} S_{1}(z) \supset \operatorname{Ker} T(z), \operatorname{Ran} S(z)+G \supset \operatorname{Ker} T_{1}(z)$ and $\operatorname{dim}\left(\operatorname{Ran} S_{1}(z)+G\right) / \operatorname{Ker} T_{1}(z)<\infty \quad(z \in U)$, see the diagram below. Let $k \in \mathbb{N}$.

Then the set $\{z \in U: \operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z) \geq k\}$ is analytic in $U$.

$$
\left.\begin{array}{cll}
X_{1} & \xrightarrow{S_{1}(z)} & \left\{\begin{array}{l}
F \\
X
\end{array} \underset{S(z)}{\longrightarrow}\right. \\
\oplus \\
Y \\
G
\end{array}\right\} \xrightarrow{\xrightarrow{T(z)}} \begin{aligned}
& \\
& \\
&
\end{aligned}
$$

Proof. Set $Y^{\prime}=Y \oplus F \oplus G$. For $z \in U$ define operators $S^{\prime}(z): X \oplus G \rightarrow Y^{\prime}$, $T^{\prime}(z): Y^{\prime} \rightarrow Z \oplus F, S_{1}^{\prime}(z): X_{1} \oplus G \rightarrow Y^{\prime}$ and $T_{1}^{\prime}(z): Y^{\prime} \rightarrow Z_{1} \oplus F$ by

$$
\begin{aligned}
S^{\prime}(z)(x \oplus g) & =S(z) x+g, \\
T^{\prime}(z)(y \oplus f \oplus g) & =T(z) y+f, \\
S_{1}^{\prime}(z)\left(x_{1} \oplus g\right) & =S_{1}(z) x_{1}+g \quad \text { and } \\
T_{1}^{\prime}(z)(y \oplus f \oplus g) & =T_{1}(z)(y \oplus g)+f
\end{aligned}
$$

for all $x \in X, f \in F, g \in G$ and $x_{1} \in X_{1}$. Thus $\operatorname{Ran} S^{\prime}(z)=\operatorname{Ran} S(z)+G$, $\operatorname{Ker} T^{\prime}(z)=\operatorname{Ker} T(z)+G, \operatorname{Ran} S_{1}^{\prime}(z)=\operatorname{Ran} S_{1}(z)+G$ and $\operatorname{Ker} T_{1}^{\prime}(z)=\operatorname{Ker} T_{1}(z)$. We have $\operatorname{Ran} S_{1}^{\prime}(z) \supset \operatorname{Ker} T^{\prime}(z) \supset \operatorname{Ran} S^{\prime}(z) \supset \operatorname{Ker} T_{1}^{\prime}(z)$. Clearly, $S_{1}^{\prime}$ and $T_{1}^{\prime}$ are regular functions.

By Lemma 7, the set $\left\{z \in U: \operatorname{dim} \operatorname{Ker} T^{\prime}(z) / \operatorname{Ran} S^{\prime}(z) \geq k\right\}$ is analytic in $U$. This set, however, is equal to $\{z \in U: \operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z) \geq k\}$.
Lemma 10. Let $U$ be an open subset of $\mathbb{C}^{n}$, let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T$ : $U \rightarrow \mathcal{B}(Y, Z)$ be analytic operator-valued functions satisfying $T(z) S(z)=0$ and $\operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z)<\infty \quad(z \in U)$. Let $w \in U$. Suppose that there are finite-dimensional spaces $G, H$, a neighbourhood $U_{1}$ of $w$ and a regular analytic function $T_{1}: U_{1} \rightarrow \mathcal{B}(Y \oplus G, Z \oplus H)$ such that $T_{1}(z) \mid Y=T(z)$. Then there exist a finite-dimensional space $F$, a neighbourhood $U_{2}$ of $w$ and a regular analytic function $S_{1}: U_{2} \rightarrow \mathcal{B}(X \oplus F, Y \oplus G)$ such that $S_{1}(z) \mid X=S(z)$ and $\operatorname{Ran} S_{1}(z)=\operatorname{Ker} T_{1}(z) \supset \operatorname{Ker} T(z)$.

$$
\left.\left.\left.\begin{array}{l}
X \\
\oplus \\
F
\end{array}\right\} \begin{array}{ll}
\xrightarrow{S(z)} & Y \\
\overrightarrow{S_{1}(z)} & \oplus \\
G
\end{array}\right\} \xrightarrow{\xrightarrow{T(z)}} \begin{array}{l}
Z \\
T_{1}(z)
\end{array}\right]
$$

Proof. We have

$$
\begin{aligned}
\operatorname{dim} \operatorname{Ker} T_{1}(z) / \operatorname{Ran} S(z)= & \operatorname{dim} \operatorname{Ker} T_{1}(z) / \operatorname{Ker} T(z) \\
& +\operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z)<\infty
\end{aligned}
$$

Let $y_{1}, \ldots, y_{r}$ be linearly independent vectors in $\operatorname{Ker} T_{1}(w)$ such that

$$
\operatorname{Ran} S(w) \vee\left\{y_{1}, \ldots, y_{r}\right\}=\operatorname{Ker} T_{1}(w)
$$

Since $T_{1}$ is regular, for $i=1, \ldots, r$ there exists a $(Y \oplus G)$-valued analytic function $\varphi_{i}$ defined in a neighbourhood of $w$ such that $T_{1}(z) \varphi_{i}(z)=0$ and $\varphi_{i}(w)=y_{i}$. Let
$F$ be an $r$-dimensional space with a basis $f_{1}, \ldots, f_{r}$ and define $S_{1}(z): X \oplus F \rightarrow$ $Y \oplus G$ by

$$
S_{1}(z)\left(x \oplus \sum_{i=1}^{r} \beta_{i} f_{i}\right)=S(z) x+\sum_{i=1}^{r} \beta_{i} \varphi_{i}(z) \quad\left(x \in X, \beta_{i} \in \mathbb{C}\right)
$$

We have $T_{1}(z) S_{1}(z)=0$ and $\operatorname{Ran} S_{1}(w)=\operatorname{Ker} T_{1}(w)$, so there is a neighbourhood of $w$ where $\operatorname{Ker} T_{1}(z)=\operatorname{Ran} S_{1}(z)$. Thus $S_{1}$ is regular in a neighbourhood of $w$ and satisfies all the conditions required.

Theorem 11. Let $X_{0}, X_{1}, \ldots, X_{n}$ be Banach spaces, $U$ an open subset of $\mathbb{C}^{n}$. Let

$$
0 \rightarrow X_{0} \xrightarrow{\delta_{0}(z)} X_{1} \xrightarrow{\delta_{1}(z)} \cdots \xrightarrow{\delta_{n-1}(z)} X_{n} \rightarrow 0
$$

be a Fredholm complex analytically dependent on $z \in U$.
Let $0 \leq j \leq n$ and $k \in \mathbb{N}$. Then the set $\left\{z \in U: \operatorname{dim} \operatorname{Ker} \delta_{j} / \operatorname{Ran} \delta_{j-1} \geq k\right\}$ is analytic in $U$.

Proof. Let $w \in U$. Using Lemma 10 repeatedly it is easy to see by downward induction that there are finite-dimensional spaces $F_{j-1}, F_{j}$ and a regular analytic function $S(z): X_{j-1} \oplus F_{j-1} \rightarrow X_{j} \oplus F_{j}$ defined on a neighbourhood of $w$ such that $S(z) \mid X_{j-1}=\delta_{j-1}(z)$ and $\operatorname{Ran} S(z) \supset \operatorname{Ker} \delta_{j}(z)$. In particular, $\operatorname{dim} \operatorname{Ran} S(z) / \operatorname{Ker} \delta_{j-1}(z)<\infty$.

Consider the "adjoint" complex

$$
0 \rightarrow X_{0}^{*} \stackrel{\delta_{0}^{*}(z)}{\check{ }} X_{1}^{*} \stackrel{\delta_{1}^{*}(z)}{\check{ }} \cdots \stackrel{\delta_{n-1}^{*}(z)}{\longleftarrow} X_{n}^{*} \rightarrow 0
$$

where we write for short $\delta_{j}^{*}(z)$ instead of $\left(\delta_{j}(z)\right)^{*}$. Since this complex is also Fredholm, similarly as above there exist finite-dimensional spaces $G_{j}$ and $G_{j+1}$ and a regular analytic function $T(z): X_{j+1}^{*} \oplus G_{j+1} \rightarrow X_{j}^{*} \oplus G_{j}$ defined in a neighbourhood of $w$ such that $\operatorname{Ran} T(z) \supset \operatorname{Ker} \delta_{j-1}^{*}(z)$ and

$$
\operatorname{dim} \operatorname{Ran} T(z) / \operatorname{Ker} \delta_{j-1}^{*}(z)<\infty
$$

Further, the operator $S(z)^{*}: X_{j}^{*} \oplus F_{j}^{*} \rightarrow X_{j-1}^{*} \oplus F_{j-1}^{*}$ satisfies

$$
\operatorname{Ker} S(z)^{*}=(\operatorname{Ran} S(z))^{\perp} \subset\left(\operatorname{Ker} \delta_{j}(z)\right)^{\perp}+F_{j}^{*}=\operatorname{Ran} \delta_{j}^{*}(z)+F_{j}^{*}
$$

By Lemma 9 , the set $\left\{z: \operatorname{dim} \operatorname{Ker} \delta_{j-1}^{*}(z) / \operatorname{Ran} \delta_{j}^{*}(z) \geq k\right\}$ is analytic. Since

$$
\operatorname{dim} \operatorname{Ker} \delta_{j-1}^{*}(z) / \operatorname{Ran} \delta_{j}^{*}(z)=\operatorname{dim} \operatorname{Ker} \delta_{j}(z) / \operatorname{Ran} \delta_{j-1}(z)
$$

this finishes the proof.
Corollary 12. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of commuting operators on a Banach space $X$. Then the set $\sigma_{T}(A) \backslash \sigma_{T e}(A)$ is analytic in $\mathbb{C}^{n} \backslash \sigma_{T e}(A)$.

## Comments on Chapter IV

C.25.1. The Taylor spectrum was introduced by J.L. Taylor in [Ta1]. The "partial Taylor spectra" $\sigma_{\pi, k}$ and $\sigma_{\delta, k}$ were defined by Słodkowski [Sl2].

The projection property for the Taylor spectrum was proved in [Ta1]; we followed a simpler argument from [Sl2].
C.25.2. Let $\mathcal{A}, \mathcal{B}$ be $C^{*}$-algebras, $\mathcal{A} \subset \mathcal{B}$ and let $a=\left(a_{1}, \ldots, a_{n}\right)$ be commuting elements of $\mathcal{A}$. Consider the $n$-tuples $L_{a}^{\mathcal{A}}=\left(L_{a_{1}}^{\mathcal{A}}, \ldots, L_{a_{n}}^{\mathcal{A}}\right)$ and $L_{a}^{\mathcal{B}}=\left(L_{a_{1}}^{\mathcal{B}}, \ldots, L_{a_{n}}^{\mathcal{B}}\right)$ of multiplication operators by $a$ in the algebras $\mathcal{A}$ and $\mathcal{B}$, respectively. By [Cu2], $\sigma_{T}\left(L_{a}^{\mathcal{A}}\right)=\sigma_{T}\left(L_{a}^{\mathcal{B}}\right)$. This phenomenon, which is well known for single elements, is called the spectral permanence.
C.25.3. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be commuting operators on a Banach space $X$. Let $\mathcal{M} \subset \mathcal{B}(X)$ be a commutative algebra containing $A_{1}, \ldots, A_{n}$. Then $\mathcal{M}$ is contained in the commutant $(A)^{\prime}$ of $A$. As in Proposition 25.3 one can show that

$$
\sigma_{T}(A) \subset \sigma_{l}^{(A)^{\prime}}(A) \subset \sigma^{\mathcal{M}}(A)
$$

There is an example in [Ta1] (for $n=5$ ) that the first inclusion is strict. Thus in general the Taylor spectrum is smaller than the spectrum in any commutative subalgebra of $\mathcal{B}(X)$ containing $A_{1}, \ldots, A_{n}$.

The example was improved by Albrecht [Al2] who constructed a commuting $n$-tuple $A=\left(A_{1}, \ldots, A_{n}\right)$ (for $n \geq 2$ ) such that the Taylor functional calculus is richer (it contains more analytic functions) than the calculus in any commutative algebra containing $A$. Moreover, there are two maximal commutative subalgebras $\mathcal{M}_{1}, \mathcal{M}_{2}$ containing $A$ such that the spectra $\sigma^{\mathcal{M}_{1}}(A)$ and $\sigma^{\mathcal{M}_{2}}(A)$ are different.
C.26.1. The split spectrum is a natural modification of the Taylor spectrum. It was considered, e.g., in [Es3] and [Ha6]; some ideas appeared implicitly already in the original paper of Taylor [Ta1].

In Hilbert spaces the Taylor spectrum and the split spectrum coincide. The same is true for commuting tuples of operators in $\ell^{\infty}$ and $\ell^{1}$, see [Ha6].

In general, these two spectra are different. An example of a commuting pair of operators $A=\left(A_{1}, A_{2}\right)$ with $\sigma_{S}(A) \neq \sigma_{T}(A)$ was given in [Mü17]. The example also shows that in general there is no inclusion between the Taylor and Harte spectrum, cf. [BS].
C.26.2. Theorem 26.7 was proved in [Cu5], see also [EP].
C.26.3. Equivalently, it is possible to use for the definition of $\sigma_{r, k}$ and $\sigma_{l, k}$ the chain Koszul complex, see Remark 25.12. From the considerations there it is easy to see that $\delta_{A}^{p}$ has generalized inverse if and only if $\varepsilon_{A}^{n-p}$ has generalized inverse.
C.27.1. Theorem 27.3 is usually attributed to Bartle-Graves [BG], see also [ZKKP]. Theorem 27.7 is due to Fainshtein [Fa3]; the partial case of $R_{1} \subset N_{1}$ was proved in [FS2], see also [Va7]. Theorem 10 was proved in [Mü18].
C. 28.1 The split functional calculus for Hilbert space operators was constructed by Vasilescu see [Va3], [Va6]. For Banach space operators it was generalized in [KM1].

For Hilbert space operators it is possible to choose $V=\left(\delta_{A-z}+\delta_{A-z}^{*}\right)^{-1}$ in Corollary 28.2. Formula (7) defining the Taylor functional calculus is then quite explicit.
C.29.1. Definition 29.1 is due to Albrecht [Al1]. An alternative definition of the local spectrum was given by Frunza [Fr] as the complement of the union of all open sets $U \subset \mathbb{C}^{n}$ on which there is a solution of the equation $x s=\left(\bar{\partial}+\delta_{A-z}\right) \psi$.

The equivalence of these two definitions (Theorem 29.2) was shown by Eschmeier [Es2].
C.29.2. An $n$-tuple $A$ of commuting operators on $X$ is said to have property SVEP (single value extension property) if $S(A)=\emptyset$. By Definition 29.4, $A$ has SVEP if and only if the sequence
is exact for each open set $G \subset \mathbb{C}^{n}$.
By [Es1], see also [Fr], this is equivalent to the condition that the sequence

$$
0 \longrightarrow \Lambda^{0}[s, H(G, X)] \xrightarrow{\delta} \Lambda^{0}[s, H(G, X)] \xrightarrow{\delta} \cdots \xrightarrow{\delta} \Lambda^{n}[s, H(G, X)]
$$

is exact for each open polydisc $G \subset \mathbb{C}^{n}$.
C.29.3. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$ and let $x \in X$. As in the case of one operator (cf. C.14.3) it is possible to define the local functional calculus, see [Es1]. If $f$ is analytic on a neighbourhood of $\sigma_{x}(A)$, then define

$$
f(A) x=\frac{-1}{(2 \pi i)^{n}} \int_{\Gamma} P f \psi \wedge \mathrm{~d} z
$$

where $(\bar{\partial}+\delta) \psi=x s$ and $\Gamma$ is a smooth surface surrounding $\sigma_{x}(A)$. As in the case of $n=1, f(A)$ is defined only for those $x$ for which $f$ is analytic on a neighbourhood of $\sigma_{x}(A)$.
C.29.4. The local spectrum $\gamma_{x}(A)$ does not satisfy the projection property. As an example, take $A_{1} \in \mathcal{B}(X)$ and $x \in X$ such that $\gamma_{x}\left(A_{1}\right)=\emptyset$ (see Example 14.5 (i)), and let $A_{2}=I_{X}$. Then $\gamma_{x}\left(A_{2}\right) \neq \emptyset$, which contradicts to Proposition 7.6.

A similar argument shows that neither the analytic residuum $S(A)$ nor the local spectrum $\sigma_{x}(A)=\gamma_{x}(A) \cup S_{A}$ satisfy the projection property. For example, let $A_{1}$ be the backward shift and $A_{2}=I_{X}$; then $S_{A_{1}} \neq \emptyset$ and $S_{A_{2}}=\emptyset$. For $\sigma_{x}$, see Example 14.10 (i).

Trivially, $\gamma_{x}\left(A_{1}, \ldots, A_{n}\right) \supset Q \gamma_{x}\left(A_{1}, \ldots, A_{n}, A_{n+1}\right)$ where $Q: \mathbb{C}^{n+1} \rightarrow \mathbb{C}^{n}$ is the natural projection. On the other hand, as in [Es1] one can show that $S_{\left(A_{1}, \ldots, A_{n}\right)} \subset Q S_{\left(A_{1}, \ldots, A_{n}, A_{n+1}\right)}$ and $\sigma_{x}\left(A_{1}, \ldots, A_{n}\right) \subset Q \sigma_{x}\left(A_{1}, \ldots, A_{n}, A_{n+1}\right)$.

A better situation is for the $n$-tuples $A$ with SVEP. Then $\sigma_{x}(f(A))=$ $f\left(\sigma_{x}(A)\right)$ for all $x \in X$ and all $m$-tuples $f=\left(f_{1}, \ldots, f_{m}\right)$ of functions analytic on a neighbourhood of $\sigma_{x}(A)$, see [Es1].
C.29.5. Theorem 29.12 was proved in [Va4].
C.30.1. The Taylor functional calculus was constructed in [Ta2]. For simplified versions of the calculus see [Lev1], [Va4], [Hel1], [Hel2], [Alb], [EP] and [An].
C.30.2. There are many variants of formulas (2), (3) in Section 30 defining the Taylor functional calculus that differ from each other in the sign in front of the integral. There are several sources of differences:
(i) Instead of the $n$-tuple $A-z=\left(A_{1}-z_{1}, \ldots, A_{n}-z_{n}\right)$ it is possible to consider the $n$-tuple $z-A$ (which appears naturally in the Cauchy formula). In this approach the additional factor $(-1)^{n}$ in front of the integrals (2), (3) appears.
(ii) Instead of (1) it is possible to use the convention that the Lebesgue measure in $\mathbb{C}^{n}$ is $(2 i)^{-n} \mathrm{~d} \bar{z}_{1} \wedge \mathrm{~d} z_{1} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{n} \wedge \mathrm{~d} z_{n}$. With this convention the Fubini theorem becomes more natural. In formula (2), however, the additional factor $(-1)^{\binom{n}{2}}$ would appear.
(iii) It is also possible to modify the definition of the mappings $\delta_{A}^{p}$ in the Koszul complex as in [Lev1]: $\delta_{A}^{p} x s_{i_{1}} \wedge \cdots \wedge s_{i_{p}}=\sum_{j} A_{j} x s_{i_{1}} \wedge \cdots \wedge s_{i_{p}} \wedge s_{j}$. This convention results also in the additional factor $(-1)^{\binom{n}{2}}$ in formula (2).
(iv) In order to obtain more symmetrical formulas, it is possible to replace the variables $s_{1}, \ldots, s_{n}$ by $\mathrm{d} z_{1}, \ldots, \mathrm{~d} z_{n}$. In this case $\delta$ and $\bar{\partial}$ act in the space $\Lambda\left[\mathrm{d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ and the projection $P$ in formulas (2), (3) can be omitted.
C.30.3. The commutativity of the Gelfand transform with the Taylor functional calculus (Lemma 30.10 and Corollary 30.11) was proved by Putinar [Pu3], see also [AS].

The superposition principle (Theorem 30.12) is also due to Putinar [Pu1].
C.30.4. Let $A \in \mathcal{B}(X)^{n}$ be a commuting $n$-tuple and $U$ an open neighbourhood of $\sigma_{T}(A)$. By [Pu2], there is exactly one continuous functional calculus from $H(U)$ to $\mathcal{B}(X)$, which satisfies the spectral mapping property. Thus the Taylor functional calculus is uniquely determined (in the above sense).
C.32.1. By Theorem 11.4, an operator-valued function $T: U \rightarrow \mathcal{B}(X, Y)$ is regular if and only if it can be completed to an exact sequence $\xrightarrow{T(z)} \xrightarrow{S(z)}$.

Let $T: U \rightarrow \mathcal{B}(X, Y)$ be $k$-regular at a point $w \in U$. In general, it is not possible to complete it to a Fredholm sequence $\xrightarrow{T(z)} \xrightarrow{S(z)}$ (the opposite implication was proved in Theorem 32.8). The reason is that, for all $z$ in a certain neighbourhood
of $w, \operatorname{Ran} T(z)$ is close to $\operatorname{Ran} T(w)+F_{z}$ for some finite-dimensional subspace $F_{z}$ but the space $F_{z}$ depends on $z$. If $T$ can be completed to a Fredholm sequence $\xrightarrow{T(z)} \xrightarrow{S(z)}$, then it is possible to take $F_{z}$ to be constantly equal to a complement of $\operatorname{Ran} T(w)$ in $\operatorname{Ker} S(w)$ 。

Example: Let $H$ be a Hilbert space with an orthonormal basis $\left\{e_{i}: i \in \mathbb{N}\right\}$, let $U=\{1 / n: n \in \mathbb{N}\} \cup\{0\}, T(0)=0$ and let $T(1 / n): H \rightarrow H$ be defined by $T(1 / n) e_{n}=n^{-1} e_{n}$ and $T(1 / n) e_{j}=0 \quad(j \neq n)$. Then we have $\widehat{\delta}_{1}(\operatorname{Ran} T(0)$, $\operatorname{Ran} T(1 / n))=0$ for all $n$ and $T$ is a 1-regular function. It is easy to see that it can not be completed to a Fredholm sequence. Indeed, if $S(z) T(z)=0$ for all $z$, $\operatorname{dim} \operatorname{Ker} S(0)<\infty$ and $S(0)$ has closed range, then $\operatorname{Ker} S(1 / n) \supset\left\{e_{n}\right\}$ and

$$
1=\limsup _{n \rightarrow \infty} \delta(\operatorname{Ker} S(1 / n), \operatorname{Ker} S(0)) \leq \limsup _{n \rightarrow \infty} \gamma(S(0))^{-1}\|S(1 / n)-S(0)\|=0
$$

which is a contradiction.
C.33.1. The concepts of a Fredholm complex and its index (sometimes called the Euler characteristic) appeared in [Cu1], [Va5] and [FS1]; it is a particular case of a more general concept of Fredholm complexes of vector bundles [Seg]. An important motivation for the study of Fredholm complexes was the Taylor spectrum.

The index of Fredholm complexes of Hilbert spaces can be reduced to the index of a certain operator, see [AV]. In the context of Banach spaces the situation is much more complicated.
C.33.2. The basic stability results for index of Fredholm complexes of Banach spaces (Corollary 33.3 and Theorem 33.7) were proved by Vasilescu [Va5], see also [AV]. Here we present a new proof based on $k$-regular functions. The stability of index under compact perturbations (Theorem 33.6) was a long standing problem, which was answered by Ambrozie [Am2]. His proof is quite technical and he was forced to consider more general stability results for Fredholm chains, see below.
C.33.3 By a Fredholm chain we mean a sequence $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ of the following type:

$$
\begin{equation*}
0 \rightarrow X_{0} \xrightarrow{\psi_{0}} X_{1} \xrightarrow{\psi_{1}} \cdots \xrightarrow{\psi_{n-2}} X_{n-1} \xrightarrow{\psi_{n-1}} X_{n} \rightarrow 0 \tag{1}
\end{equation*}
$$

where $X_{i}$ are Banach spaces and $\psi_{i}$ operators satisfying $\operatorname{Ker} \psi_{i+1} \stackrel{e}{=} \operatorname{Ran} \psi_{i}$ for all $i$.
Clearly, in this case the operators $\psi_{i}$ have closed ranges.
The index of a Fredholm chain $\mathcal{K}$ is defined by

$$
\begin{equation*}
\text { ind } \mathcal{K}=\sum_{i=0}^{n}(-1)^{i} \alpha_{i}(\mathcal{K}) \tag{2}
\end{equation*}
$$

where

$$
\alpha_{j}(\mathcal{K})=\operatorname{dim} \operatorname{Ker} \psi_{j} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}\right)-\operatorname{dim} \operatorname{Ran} \psi_{j-1} /\left(\operatorname{Ker} \psi_{j} \cap \operatorname{Ran} \psi_{j-1}\right)
$$

A sequence $\mathcal{K}$ of the form (1) is called a semi-Fredholm chain if operators $\psi_{i}$ have closed ranges and the index ind $\mathcal{K}$ is well defined by (2) (either $+\infty$ and $-\infty$ does not appear in the formula).

For semi-Fredholm complexes the definition coincides with Definition 33.1.
An advantage of semi-Fredholm chains is that they are closed under finiterank perturbations.

The stability results for index can be generalized to Fredholm and semiFredholm chains.

Some of the results were essentially proved already in Section 33. Let $\mathcal{K}$ be a semi-Fredholm chain. Then:
(i) $\alpha_{j}\left(\mathcal{K}^{\prime}\right) \leq \alpha_{j}(\mathcal{K})$ for all semi-Fredholm chains sufficiently close to $\mathcal{K}$ (see Theorem 33.2).
(ii) ind $\mathcal{K}^{\prime}=\operatorname{ind} \mathcal{K}$ if $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ and $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ are semi-Fredholm chains such that $\psi_{i}-\psi_{i}^{\prime}$ are finite-rank operators for all $i$, see Lemma 33.4.

The stability of index of Fredholm chains under small perturbations was proved by Ambrozie [Am1].
C.33.4. The stability results for the index of Fredholm chains under small and finite-rank perturbations give immediately the stability of the index of Fredholm chains under perturbations that are limits of finite-rank operators. The stability of the index of Fredholm chains under compact perturbations is more difficult. It was proved by Ambrozie [Am2].

Let $\mathcal{K}=\left(X_{i}, \psi_{i}\right)_{i=0}^{n}$ and $\mathcal{K}^{\prime}=\left(X_{i}, \psi_{i}^{\prime}\right)_{i=0}^{n}$ be a Fredholm chains and suppose that $\psi_{i}-\psi_{i}^{\prime}$ is compact for all $i$. As in the proof of Theorem 33.10, set $X=$ $\bigoplus_{i \text { even }} X_{i}, Y=\bigoplus_{i \text { odd }} X_{i}, T=\bigoplus_{i \text { even }} \psi_{i}$ and $S=\bigoplus_{i \text { odd }} \psi_{i} ;$ similarly define $T^{\prime}$ and $S^{\prime}$.

The main idea is to consider $X$ and $Y$ as subspaces of greater spaces $E \supset$ $X$ and $F \supset Y$ such that $T-T^{\prime}$ and $S-S^{\prime}$ are already limits of finite-rank operators $X \rightarrow E(Y \rightarrow F$, respectively). As $E$ one can take the space $(X \times$ $C\langle 0,1\rangle) /\left\{(x, J x): x \in \overline{\operatorname{Ran}\left(T^{\prime}-T\right)}\right\}$ where $J: \overline{\operatorname{Ran}\left(T^{\prime}-T\right)} \rightarrow C\langle 0,1\rangle$ is an isometrical embedding. The space $F$ can be constructed similarly.
C.33.5. All stability results can be extended to semi-Fredholm chains in a way similar to Theorem 33.10. It was done in [AV] and [Mü23].
C.33.6. The inclusion $\partial \sigma_{T}\left(A_{1}, A_{2}\right) \subset \sigma_{\pi}\left(A_{1}, A_{2}\right) \cup \sigma_{\delta}\left(A_{1}, A_{2}\right)$ (Corollary 33.11) for Hilbert spaces was proved in [ChT], for Banach spaces see [ Wr$]$ and [ Cu 3 ].

For more than two commuting operators the inclusion is not true, see [Cu3]. For an $n$-tuple $A$ of commuting operators we have

$$
\partial \sigma_{T}(A) \subset \sigma_{\pi, k}(A) \cup \sigma_{\delta, n-k-2}(A) \quad(k=0, \ldots, n-2)
$$

and $\partial \sigma_{T}(A) \subset \sigma_{\pi, n-1}(A) \cap \sigma_{\delta, n-1}(A)$, see [Mü14].

More generally, $\Gamma_{k}\left(\sigma_{T}(A), \mathcal{P}(n)\right) \subset \sigma_{\pi k}(A) \cap \sigma_{\delta k}(A)$ and $\Gamma_{k}\left(\sigma_{T}(A), \mathcal{P}(n)\right) \subset$ $\sigma_{\pi, k} \cup \sigma_{\delta, k-j-1}(A) \quad(0 \leq j<k \leq n-1)$, where $\Gamma_{k}\left(\sigma_{T}(A), \mathcal{P}(n)\right)$ are the higher Shilov boundaries of the set $\sigma_{T}(A)$; for details see [Mü14].
C.34.1. Let $S: U \rightarrow \mathcal{B}(X, Y)$ and $T: U \rightarrow \mathcal{B}(Y, Z)$ be analytic operatorvalued functions defined in an open set $U \subset \mathbb{C}^{n}$. Suppose that $T(z) S(z)=0$ and $\operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z)<\infty \quad(z \in U)$. Let $k \geq 0$. The following problem is open:

Problem. Is the set $\{z \in U: \operatorname{dim} \operatorname{Ker} T(z) / \operatorname{Ran} S(z) \geq k\}$ analytic?
By Theorem 34.8, the answer is positive if $\operatorname{Ran} S(z)$ is complemented for all $z \in U$. By [Kab1], [Kab2], the answer is positive if either $S(z) \equiv 0$ or $T(z) \equiv 0$; so the remaining function is semi-Fredholm-valued.

For a discussion about this problem see [Mü23].
C.34.2. The essential Taylor spectrum was studied in [Lev1] and [Fa1]. The fact that the difference $\left.\sigma_{T}(A) \backslash\right) \sigma_{T e}(A)$ is an analytic set was announced without proof in [Lev1], [Lev2]. The present proof is taken from [Mü23], see also [Pu4].

## Chapter V

## Orbits and Capacity

Let $T$ be an operator on a Banach space $X$. By an orbit of $T$ we mean a sequence $\left(T^{n} x\right)_{n=0}^{\infty}$, where $x \in X$ is a fixed vector. This notion, which originated in the theory of dynamical systems, is closely related to the concepts of local spectral radius and capacity of an operator. Further motivations come from stability problems of semigroups of operators and the invariant subspace problem.

In this chapter we give a survey of results concerning orbits and related concepts. The main tool for most of the results will be the properties of the essential approximate point spectrum.

## 35 Joint spectral radius

One of the most important concepts of the spectral theory is that of the spectral radius of a Banach algebra element. In this section we generalize this notion to commuting $n$-tuples.

Two difficulties arise for $n \geq 2$ : there are many reasonable spectra for commuting $n$-tuples and there is not a unique norm in $\mathbb{C}^{n}$.

The first difficulty is not a serious problem. We will see later that all reasonable spectral systems give the same joint spectral radius.

As for the norm in $\mathbb{C}^{n}$, we consider the $\ell^{p}$-norms: for $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$ define $|z|_{\infty}=\max \left\{\left|z_{i}\right|: i=1, \ldots, n\right\}$ and $|z|_{p}=\left(\sum_{i=1}^{n}\left|z_{i}\right|^{p}\right)^{1 / p}$ for $1 \leq p<\infty$.

Definition 1. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements in a Banach algebra $\mathcal{A}$. For $1 \leq p \leq \infty$ define the spectral radius by

$$
r_{p}(a)=\max \left\{|\lambda|_{p}: \lambda \in \sigma_{H}(a)\right\}
$$

where $\sigma_{H}(a)$ is the Harte spectrum of $a$, see Definition 8.1.

Since the Harte spectrum is a compact set, the maximum really exists. For a single Banach algebra element $a_{1} \in \mathcal{A}$ the just defined spectral radius $r_{p}(a)$ does not depend on $p$ and coincides with the ordinary spectral radius $r\left(a_{1}\right)=$ $\max \left\{\left|\lambda_{1}\right|: \lambda_{1} \in \sigma\left(a_{1}\right)\right\}$.

The Harte spectrum can be replaced by any other spectral-radius-preserving spectral system (i.e., any compact-valued spectral system $\tilde{\sigma}$ satisfying max $\left\{\left|\lambda_{1}\right|\right.$ : $\left.\lambda_{1} \in \tilde{\sigma}\left(a_{1}\right)\right\}=r\left(a_{1}\right)$ for each single element $\left.a_{1}\right)$.

Proposition 2. Let $\tilde{\sigma}$ be a spectral-radius-preserving spectral system in a Banach algebra $\mathcal{A}$. Let ||| $\cdot \| \mid$ be any norm in $\mathbb{C}^{n}$. Then

$$
\max \left\{\left|\|\lambda \mid\|: \lambda \in \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)\right\}=\max \left\{\left|\|\lambda \mid\|: \lambda \in \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)\right\}\right.\right.
$$

for all commuting $n$-tuples $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}^{n}$.
In particular, $\max \left\{|\lambda|_{p}: \lambda \in \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)\right\}=r_{p}\left(a_{1}, \ldots, a_{n}\right)$ for $1 \leq p \leq \infty$.
Proof. By Theorem 7.22, we have conv $\tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)=\operatorname{conv} \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)$. Thus

$$
\begin{aligned}
\max \left\{\left\|\left||\lambda| \|: \lambda \in \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)\right\}\right.\right. & =\max \left\{\mid\|\lambda\| \|: \lambda \in \operatorname{conv} \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)\right\} \\
& =\max \left\{\left|\|\lambda \mid\|: \lambda \in \operatorname{conv} \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)\right\}\right. \\
& =\max \left\{\mid\|\lambda\| \|: \lambda \in \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)\right\} .
\end{aligned}
$$

The most important result for a single element $a_{1}$ of a Banach algebra $\mathcal{A}$ is the spectral radius formula,

$$
r\left(a_{1}\right)=\lim _{k \rightarrow \infty}\left\|a_{1}^{k}\right\|^{1 / k}=\inf _{k}\left\|a_{1}^{k}\right\|^{1 / k}
$$

Our goal is to generalize this formula for commuting $n$-tuples.
Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements of a Banach algebra $A$. Instead of powers of a single element it is natural to consider all possible products of $a_{1}, \ldots, a_{n}$.

Denote by $F(k, n)$ the set of all functions from $\{1, \ldots, k\}$ to $\{1, \ldots, n\}$. Let

$$
s_{k, \infty}^{\prime}(a)=\max _{f \in F(k, n)} r\left(a_{f(1)} \cdots a_{f(k)}\right)
$$

and

$$
s_{k, p}^{\prime}(a)=\left(\sum_{f \in F(k, n)} r^{p}\left(a_{f(1)} \cdots a_{f(k)}\right)\right)^{1 / p} \quad(1 \leq p<\infty)
$$

(for short we write $r^{p}(x)$ instead of $\left.(r(x))^{p}\right)$. Similarly, let

$$
s_{k, \infty}^{\prime \prime}(a)=\max _{f \in F(k, n)}\left\|a_{f(1)} \cdots a_{f(k)}\right\|
$$

and

$$
s_{k, p}^{\prime \prime}(a)=\left(\sum_{f \in F(k, n)}\left\|a_{f(1)} \cdots a_{f(k)}\right\|^{p}\right)^{1 / p} \quad(1 \leq p<\infty) .
$$

Using the standard multi-index notation, we can simplify the definitions of $s_{k, p}^{\prime}$ and $s_{k, p}^{\prime \prime}$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ write $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \alpha!=\alpha_{1}!\cdots \alpha_{n}$ ! and $a^{\alpha}=a_{1}^{\alpha_{1}} \cdots a_{n}^{\alpha_{n}}$. If $k$ is an integer, $k \geq|\alpha|$, then write

$$
\binom{k}{\alpha}=\frac{k!}{\alpha!(k-|\alpha|)!}
$$

(for $n=1$ this definition coincides with the classical binomial coefficients).
Using this notations, the definitions of $s^{\prime}$ and $s^{\prime \prime}$ for a commuting $n$-tuple $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}^{n}$ assume a simpler form:

$$
\begin{aligned}
& s_{k, \infty}^{\prime}(a)=\max \left\{r\left(a^{\alpha}\right): \alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k\right\}, \\
& s_{k, \infty}^{\prime \prime}(a)=\max \left\{\left\|a^{\alpha}\right\|: \alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k\right\},
\end{aligned}
$$

and, for $1 \leq p<\infty$,

$$
s_{k, p}^{\prime}(a)=\left(\sum_{|\alpha|=k}\binom{k}{\alpha} r^{p}\left(a^{\alpha}\right)\right)^{1 / p} \quad \text { and } \quad s_{k, p}^{\prime \prime}(a)=\left(\sum_{|\alpha|=k}\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p}\right)^{1 / p}
$$

We will use frequently the following formula (for commuting variables $x_{i}$ ):

$$
\left(x_{1}+\cdots+x_{n}\right)^{k}=\sum_{|\alpha|=k}\binom{k}{\alpha} x^{\alpha} .
$$

In particular, for $x_{1}=\cdots=x_{n}=1$ we have $\sum_{|\alpha|=k}\binom{k}{\alpha}=n^{k}$.
Lemma 3. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements of a Banach algebra $\mathcal{A}$, let $1 \leq p \leq \infty$. Then $s_{k+l, p}^{\prime}(a) \leq s_{k, p}^{\prime}(a) \cdot s_{l, p}^{\prime}(a)$ and $s_{k+l, p}^{\prime \prime}(a) \leq$ $s_{k, p}^{\prime \prime}(a) \cdot s_{l, p}^{\prime \prime}(a)$ for all $k, l \in \mathbb{N}$.

Proof. The second statement is obvious for $p=\infty$. For $p<\infty$ we have

$$
\begin{aligned}
\left(s_{k, p}^{\prime \prime}(a) \cdot s_{l, p}^{\prime \prime}(a)\right)^{p} & =\sum_{f \in F(k, n)}\left\|a_{f(1)} \cdots a_{f(k)}\right\|^{p} \cdot \sum_{g \in F(l, n)}\left\|a_{g(1)} \cdots a_{g(l)}\right\|^{p} \\
& \geq \sum_{f, g}\left\|a_{f(1)} \cdots a_{f(k)} a_{g(1)} \cdots a_{g(l)}\right\|^{p}=\left(s_{k+l, p}^{\prime \prime}(a)\right)^{p} .
\end{aligned}
$$

The statements for $s_{k}^{\prime}$ can be proved similarly using the submultiplicativity of the spectral radius for commuting elements.

By Lemma 1.21, the previous lemma implies that $\lim _{k \rightarrow \infty}\left(s_{k, p}^{\prime}(a)\right)^{1 / k}$ exists and is equal to $\inf _{k}\left(s_{k, p}^{\prime}(a)\right)^{1 / k}$. Similarly,

$$
\lim _{k \rightarrow \infty}\left(s_{k, p}^{\prime \prime}(a)\right)^{1 / k}=\inf _{k}\left(s_{k, p}^{\prime \prime}(a)\right)^{1 / k}
$$

This leads to the following definition:
Definition 4. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements in a Banach algebra $\mathcal{A}$. For $1 \leq p \leq \infty$ we write

$$
r_{p}^{\prime}(a)=\lim _{k \rightarrow \infty}\left(s_{k, p}^{\prime}(a)\right)^{1 / k}
$$

and

$$
r_{p}^{\prime \prime}(a)=\lim _{k \rightarrow \infty}\left(s_{k, p}^{\prime \prime}(a)\right)^{1 / k}
$$

Thus

$$
r_{\infty}^{\prime}(a)=\lim _{k \rightarrow \infty}\left(\max \left\{r\left(a^{\alpha}\right):|\alpha|=k\right\}\right)^{1 / k}
$$

and

$$
r_{\infty}^{\prime \prime}(a)=\lim _{k \rightarrow \infty}\left(\max \left\{\left\|a^{\alpha}\right\|:|\alpha|=k\right\}\right)^{1 / k}
$$

For $1 \leq p<\infty$ we have

$$
r_{p}^{\prime}(a)=\lim _{k \rightarrow \infty}\left(\sum_{f \in F(k, n)} r^{p}\left(a_{f(1)} \cdots a_{f(k)}\right)\right)^{1 / p k}=\lim _{k \rightarrow \infty}\left(\sum_{|\alpha|=k}\binom{k}{\alpha} r^{p}\left(a^{\alpha}\right)\right)^{1 / p k}
$$

and

$$
r_{p}^{\prime \prime}(a)=\lim _{k \rightarrow \infty}\left(\sum_{f \in F(k, n)}\left\|a_{f(1)} \cdots a_{f(k)}\right\|^{p}\right)^{1 / p k}=\lim _{k \rightarrow \infty}\left(\sum_{|\alpha|=k}\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p}\right)^{1 / p k}
$$

We start with the spectral radius formula in the simplest case of $p=\infty$.
Theorem 5. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be an $n$-tuple of mutually commuting elements of a Banach algebra $\mathcal{A}$. Then

$$
r_{\infty}(a)=\max \left\{r\left(a_{i}\right): i=1, \ldots, n\right\}=r_{\infty}^{\prime}(a)=r_{\infty}^{\prime \prime}(a)
$$

Proof. (i) The inequality $r_{\infty}^{\prime}(a) \leq r_{\infty}^{\prime \prime}(a)$ is clear.
(ii) $r_{\infty}^{\prime \prime}(a) \leq \max \left\{r\left(a_{i}\right): i=1, \ldots, n\right\}$ : Write $R=\max \left\{r\left(a_{i}\right): i=1, \ldots, n\right\}$. Let $\varepsilon>0$. There exists $k \in \mathbb{N}$ such that $\left\|a_{i}^{j}\right\| \leq(R+\varepsilon)^{j}$ for all $j>k$ and $1 \leq i \leq n$. Let

$$
M=\max \left\{\left\|a_{i}^{j}\right\|(R+\varepsilon)^{-j}: 1 \leq i \leq n, 0 \leq j \leq k\right\} .
$$

Then $M \geq 1$ and $\left\|a_{i}^{j}\right\| \leq M(R+\varepsilon)^{j}$ for all $j \in \mathbb{N}, 1 \leq i \leq n$.
Let $\alpha \in \mathbb{Z}_{+}^{n}$. Then

$$
\left\|a^{\alpha}\right\| \leq \prod_{i=1}^{n}\left\|a_{i}^{\alpha_{i}}\right\| \leq \prod_{i=1}^{n} M(R+\varepsilon)^{\alpha_{i}}=M^{n}(R+\varepsilon)^{|\alpha|} .
$$

Thus $s_{j, \infty}^{\prime \prime}(a) \leq M^{n}(R+\varepsilon)^{j}$ and $r_{\infty}^{\prime \prime}(a)=\lim _{j \rightarrow \infty}\left(s_{j, \infty}^{\prime \prime}(a)\right)^{1 / j} \leq R+\varepsilon$. Letting $\varepsilon \rightarrow 0$ gives $r_{\infty}^{\prime \prime}(a) \leq R$.
(iii) $\max \left\{r\left(a_{i}\right): i=1, \ldots, n\right\} \leq r_{\infty}(a)$ : Let $i \in\{1, \ldots, n\}$ and let $\mu \in \sigma\left(a_{i}\right)$ satisfy $|\mu|=r\left(a_{i}\right)$. By the projection property, there exists $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{H}(a)$ such that $\lambda_{i}=\mu$. Thus $r_{\infty}(a) \geq|\lambda|_{\infty} \geq\left|\lambda_{i}\right|=r\left(a_{i}\right)$.
(iv) $r_{\infty}(a) \leq r_{\infty}^{\prime}(a)$ : Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{H}(a)$ and $k \in \mathbb{N}$. Then

$$
\begin{aligned}
s_{k, \infty}^{\prime} & =\max \left\{r\left(a^{\alpha}\right): \alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k\right\} \geq \max \left\{r\left(a_{i}^{k}\right): i=1, \ldots, n\right\} \\
& \geq \max \left\{\left|\lambda_{i}\right|^{k}: i=1, \ldots, n\right\}=|\lambda|_{\infty}^{k}
\end{aligned}
$$

Thus $r_{\infty}^{\prime}(a)=\lim _{k \rightarrow \infty}{s^{\prime}}_{k, \infty}^{1 / k} \geq|\lambda|_{\infty}$, and so $r_{\infty}^{\prime}(a) \geq r_{\infty}(a)$.
Similar formulas are also true for $p<\infty$; the proofs, however, are more complicated.

Theorem 6. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be an $n$-tuple of mutually commuting elements of a Banach algebra $\mathcal{A}$. Let $1 \leq p<\infty$. Then

$$
r_{p}(a)=r_{p}^{\prime}(a)=r_{p}^{\prime \prime}(a)
$$

Proof. The inequality $r_{p}^{\prime}(a) \leq r_{p}^{\prime \prime}(a)$ is clear.
We show that $r_{p}(a) \leq r_{p}^{\prime}(a)$.
Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{H}(a)$. Denote by $\mathcal{A}_{0}$ the closed subalgebra of $\mathcal{A}$ generated by the unit 1 and the elements $a_{1}, \ldots, a_{n}$. Let $h: \mathcal{A}_{0} \rightarrow \mathbb{C}$ be a multiplicative functional such that $h\left(a_{j}\right)=\lambda_{j} \quad(j=1, \ldots, n)$. Then

$$
\begin{aligned}
\left(s_{k, p}^{\prime}(a)\right)^{p} & =\sum_{|\alpha|=k}\binom{k}{\alpha} r^{p}\left(a^{\alpha}\right) \geq \sum_{|\alpha|=k}\binom{k}{\alpha}\left|h\left(a^{\alpha}\right)\right|^{p} \\
& =\sum_{|\alpha|=k}\binom{k}{\alpha}\left|\lambda_{1}\right|^{p \alpha_{1}} \cdots\left|\lambda_{n}\right|^{p \alpha_{n}}=\left(\left|\lambda_{1}\right|^{p}+\cdots+\left|\lambda_{n}\right|^{p}\right)^{k}=|\lambda|_{p}^{p k}
\end{aligned}
$$

So $\left(s_{k, p}^{\prime}(a)\right)^{1 / k} \geq|\lambda|_{p}$ and

$$
r_{p}^{\prime}(a)=\lim _{k \rightarrow \infty} s_{k, p}^{\prime}(a)^{1 / k} \geq \max \left\{|\lambda|_{p}: \lambda \in \sigma_{H}(a)\right\}=r_{p}(a)
$$

For the proof of the remaining inequalities it is convenient to reformulate the definitions of $r_{p}^{\prime}(a)$ and $r_{p}^{\prime \prime}(a)$.

Recall that the number of all partitions of the set $\{1, \ldots, k\}$ into $n$ parts is equal to $\binom{k+n-1}{n-1} \leq(k+n-1)^{n-1}$.

We have

$$
\max _{|\alpha|=k}\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p} \leq \sum_{|\alpha|=k}\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p} \leq\binom{ k+n-1}{n-1} \max _{|\alpha|=k}\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p}
$$

Note that

$$
\lim _{k \rightarrow \infty}\binom{k+n-1}{n-1}^{1 / k}=1
$$

Thus

$$
r_{p}^{\prime}(a)=\lim _{k \rightarrow \infty} \max _{|\alpha|=k}\left(\binom{k}{\alpha} r\left(a^{\alpha}\right)^{p}\right)^{1 / k p} .
$$

Similarly,

$$
r_{p}^{\prime \prime}(a)=\lim _{k \rightarrow \infty} \max _{|\alpha|=k}\left(\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p}\right)^{1 / k p} .
$$

We now prove the inequality $r_{p}^{\prime}(a) \leq r_{p}(a)$ :
Choose $k$ and $\alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k$. Let $\mu \in \sigma\left(a^{\alpha}\right)$ satisfy $|\mu|=r\left(a^{\alpha}\right)$. By the spectral mapping property, there exists $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \sigma_{H}(a)$ such that $\mu=\lambda_{1}^{\alpha_{1}} \cdots \lambda_{n}^{\alpha_{n}}$. Then

$$
\begin{aligned}
\binom{k}{\alpha} r^{p}\left(a^{\alpha}\right) & =\binom{k}{\alpha}|\mu|^{p}=\binom{k}{\alpha}\left|\lambda_{1}\right|^{\alpha_{1} p} \cdots\left|\lambda_{n}\right|^{\alpha_{n} p} \\
& \leq \sum_{|\beta|=k}\binom{k}{\beta}\left|\lambda_{1}\right|^{\beta_{1} p} \cdots\left|\lambda_{n}\right|^{\beta_{n} p}=\left(\left|\lambda_{1}\right|^{p}+\cdots\left|\lambda_{n}\right|^{p}\right)^{k}=|\lambda|_{p}^{p k} \leq r_{p}^{p k}(a) .
\end{aligned}
$$

Thus

$$
r_{p}^{\prime}(a)=\lim _{k \rightarrow \infty} \max _{|\alpha|=k}\left(\binom{k}{\alpha} r^{p}\left(a^{\alpha}\right)\right)^{1 / k p} \leq r_{p}(a)
$$

The remaining inequality $r_{p}^{\prime \prime}(a) \leq r_{p}^{\prime}(a)$ will be proved by induction on $n$.
For $n=1$, Theorem 6 reduces to the well-known spectral radius formula for a single element.

Let $n \geq 2$ and suppose that the inequality $r_{p}^{\prime \prime} \leq r_{p}^{\prime}$ is true for all commuting ( $n-1$ )-tuples. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements of $\mathcal{A}$.

For each $k$ there is an $\alpha \in \mathbb{Z}_{+}^{n},|\alpha|=k$ such that

$$
\binom{k}{\alpha}\left\|a^{\alpha}\right\|^{p}=\max _{|\beta|=k}\binom{k}{\beta}\left\|a^{\beta}\right\|^{p} .
$$

Using the compactness of $\langle 0,1\rangle^{n}$, we can choose a sequence

$$
\{\alpha(i)\}_{i=1}^{\infty}=\left\{\left(\alpha_{1}(i), \ldots, \alpha_{n}(i)\right\}_{i=1}^{\infty} \subset \mathbb{Z}_{+}^{n}\right.
$$

such that $\lim _{i \rightarrow \infty}|\alpha(i)|=\infty$,

$$
\begin{equation*}
\binom{|\alpha(i)|}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}=\max _{|\beta|=|\alpha(i)|}\binom{|\alpha(i)|}{\beta}\left\|a^{\beta}\right\|^{p} \quad(i=1,2, \ldots) \tag{1}
\end{equation*}
$$

and the sequences $\left\{\frac{\alpha_{j}(i)}{|\alpha(i)|}\right\}_{i=1}^{\infty}$ are convergent for $j=1, \ldots, n$. Write $k(i)=|\alpha(i)|$ and

$$
t_{j}=\lim _{i \rightarrow \infty} \frac{\alpha_{j}(i)}{k(i)} \in\langle 0,1\rangle \quad(j=1, \ldots, n)
$$

By (1), we have

$$
r_{p}^{\prime \prime p}(a)=\lim _{i \rightarrow \infty}\left(\binom{k(i)}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}\right)^{1 / k(i)}
$$

We distinguish two cases:
(a) There exists $j \in\{1, \ldots, n\}$ such that $t_{j}=0$. Without loss of generality we can assume that $t_{n}=0$.

Write $a^{\prime}=\left(a_{1}, \ldots, a_{n-1}\right), \alpha^{\prime}(i)=\left(\alpha_{1}(i), \ldots, \alpha_{n-1}(i)\right) \in \mathbb{Z}_{+}^{n-1}$ and

$$
k^{\prime}(i)=\left|\alpha^{\prime}(i)\right|=k(i)-\alpha_{n}(i)
$$

We have $\lim _{i \rightarrow \infty} \frac{k^{\prime}(i)}{k(i)}=1$ and $\left\|a^{\alpha(i)}\right\| \leq\left\|a^{\prime \alpha^{\prime}(i)}\right\| \cdot\left\|a_{n}\right\|^{\alpha_{n}(i)}$. Then

$$
r_{p}^{\prime \prime p}\left(a^{\prime}\right) \geq \limsup _{i \rightarrow \infty}\left(\binom{k^{\prime}(i)}{\alpha^{\prime}(i)}\left\|a^{\prime \alpha^{\prime}(i)}\right\|^{p}\right)^{1 / k^{\prime}(i)} \geq L_{1} \cdot L_{2} \cdot L_{3}
$$

where

$$
L_{1}=\limsup _{i \rightarrow \infty}\left(\frac{\binom{k^{\prime}(i)}{\alpha^{\prime}(i)}}{\binom{k(i)}{\alpha(i)}}\right)^{1 / k^{\prime}(i)}, \quad L_{2}=\lim _{i \rightarrow \infty}\left(\binom{k(i)}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}\right)^{1 / k^{\prime}(i)}
$$

and

$$
L_{3}=\lim _{i \rightarrow \infty}\left\|a_{n}\right\|^{-\alpha_{n}(i) p / k^{\prime}(i)}
$$

Since $\lim _{i \rightarrow \infty} \frac{\alpha_{n}(i)}{k^{\prime}(i)}=0$, we have $L_{3}=1$.
Furthermore,

$$
L_{2}=\lim _{i \rightarrow \infty}\left(\left(\binom{k(i)}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}\right)^{1 / k(i)}\right)^{k(i) / k^{\prime}(i)}=r_{p}^{\prime \prime p}(a)
$$

Finally,

$$
\begin{aligned}
L_{1} & =\limsup _{i \rightarrow \infty}\left(\frac{k^{\prime}(i)!\cdot \alpha_{n}(i)!}{k(i)!}\right)^{1 / k^{\prime}(i)} \geq \limsup _{i \rightarrow \infty}\left(\frac{\left(\frac{\alpha_{n}(i)}{3}\right)^{\alpha_{n}(i)}}{k(i)^{\alpha_{n}(i)}}\right)^{1 / k^{\prime}(i)} \\
& =\limsup _{i \rightarrow \infty}\left(\frac{\alpha_{n}(i)}{3 k(i)}\right)^{\frac{\alpha_{n}(i)}{k(i)} \cdot \frac{k(i)}{k^{\prime}(i)}}=1
\end{aligned}
$$

since $\lim _{i \rightarrow \infty} \frac{k(i)}{k^{\prime}(i)}=1$ and

$$
\lim _{i \rightarrow \infty}\left(\frac{\alpha_{n}(i)}{3 k(i)}\right)^{\frac{\alpha_{n}(i)}{k(i)}}=\lim _{x \rightarrow 0_{+}}\left(\frac{x}{3}\right)^{x}=\lim _{x \rightarrow 0_{+}} e^{x(\ln x-\ln 3)}=1
$$

Thus $r_{p}^{\prime \prime}\left(a^{\prime}\right) \geq r_{p}^{\prime \prime}(a)$.
By the induction assumption, we have $r_{p}^{\prime \prime}\left(a^{\prime}\right)=r_{p}^{\prime}\left(a^{\prime}\right)=r_{p}\left(a^{\prime}\right)$ and, by definition, $r_{p}\left(a^{\prime}\right) \leq r_{p}(a)=r_{p}^{\prime}(a)$. Hence $r_{p}^{\prime \prime}(a) \leq r_{p}^{\prime}(a)$.
(b) It remains the case $t_{j}>0 \quad(j=1, \ldots, n)$, where $t_{j}=\lim _{i \rightarrow \infty} \frac{\alpha_{j}(i)}{k(i)}$. Choose $\varepsilon>0, \varepsilon<\min _{1 \leq j \leq n} \frac{t_{j}}{n}$. For $i$ sufficiently large and $j=1, \ldots, n$ we have

$$
\begin{equation*}
t_{j}-\frac{\varepsilon}{4} \leq \frac{\alpha_{j}(i)}{k(i)} \leq t_{j}+\frac{\varepsilon}{4} . \tag{2}
\end{equation*}
$$

We approximate $t_{1}, \ldots, t_{n}$ by rational numbers. Fix positive integers $d$ and $c_{1}, \ldots, c_{n}$ such that

$$
t_{j}-\frac{\varepsilon}{2} \leq \frac{c_{j}}{d} \leq t_{j}-\frac{\varepsilon}{4} \quad(j=1, \ldots, n)
$$

Let $\gamma=\left(c_{1}, \ldots, c_{n}\right)$ and $u=a^{\gamma}=a_{1}^{c_{1}} \cdots a_{n}^{c_{n}}$. For each $i$ we can write $k(i)=$ $m(i) d+z(i)$, where $0 \leq z(i) \leq d-1$. For $i$ sufficiently large we have

$$
\frac{c_{j}}{d} \leq \frac{\alpha_{j}(i)}{k(i)}, \quad \frac{\alpha_{j}(i)}{k(i)}-\frac{c_{j}}{d} \leq \frac{3 \varepsilon}{4}
$$

and

$$
\alpha_{j}(i)-m(i) c_{j}=\alpha_{j}(i)-\frac{k(i)-z(i)}{d} \cdot c_{j}=k(i)\left(\frac{\alpha_{j}(i)}{k(i)}-\frac{c_{j}}{d}\right)+\frac{z(i) c_{j}}{d} .
$$

Thus, for $1 \leq j \leq n$ and for $i$ large enough,

$$
\begin{equation*}
0 \leq \alpha_{j}(i)-m(i) c_{j} \leq k(i) \frac{3 \varepsilon}{4}+c_{j} \leq \varepsilon k(i) \tag{3}
\end{equation*}
$$

and so

$$
\begin{equation*}
0 \leq k(i)-m(i)|\gamma|=\sum_{j=1}^{n}\left(\alpha_{j}(i)-m(i) c_{j}\right) \leq \varepsilon n k(i) \tag{4}
\end{equation*}
$$

We have

$$
\begin{aligned}
\left\|a^{\alpha(i)}\right\| & \leq\left\|a_{1}^{m(i) c_{1}} \cdots a_{n}^{m(i) c_{n}}\right\| \cdot\left\|a_{1}\right\|^{\alpha_{1}(i)-m(i) c_{1}} \cdots\left\|a_{n}\right\|^{\alpha_{n}(i)-m(i) c_{n}} \\
& \leq\left\|u^{m(i)}\right\| \cdot K^{n \varepsilon k(i)}
\end{aligned}
$$

where $K=\max \left\{1,\left\|a_{1}\right\|, \ldots,\left\|a_{n}\right\|\right\}$. Then

$$
\begin{aligned}
r_{p}^{\prime p}(a) & \geq \limsup _{i \rightarrow \infty}\left(\binom{m(i)|\gamma|}{m(i) \gamma} r^{p}\left(a^{m(i) \gamma}\right)\right)^{1 / m(i)|\gamma|} \\
& =\limsup _{i \rightarrow \infty}\binom{m(i)|\gamma|}{m(i) \gamma}^{1 / m(i)|\gamma|} \cdot r(u)^{p /|\gamma|} \\
& =\limsup _{i \rightarrow \infty}\left(\binom{m(i)|\gamma|}{m(i) \gamma}\left\|u^{m(i)}\right\|^{p}\right)^{1 / m(i)|\gamma|} \geq L_{1} \cdot L_{2} \cdot L_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
L_{1} & =\liminf _{i \rightarrow \infty}\left(\frac{\binom{m(i)|\gamma|}{m(i) \gamma}}{\binom{k(i)}{\alpha(i)}}\right)^{1 / m(i)|\gamma|}, \\
L_{2} & =\liminf _{i \rightarrow \infty}\left(\binom{k(i)}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}\right)^{1 / m(i)|\gamma|}
\end{aligned}
$$

and

$$
L_{3}=\liminf _{i \rightarrow \infty} K^{-n \varepsilon p k(i) / m(i)|\gamma|}
$$

By (4), we have

$$
\begin{equation*}
1 \leq \frac{k(i)}{m(i)|\gamma|} \leq \frac{1}{1-n \varepsilon} \tag{5}
\end{equation*}
$$

for all $i$ sufficiently large. Thus $L_{3} \geq K^{-\frac{n \varepsilon p}{1-n \varepsilon}}$.
Since

$$
\lim _{i \rightarrow \infty}\left(\binom{k(i)}{\alpha(i)}\left\|a^{\alpha(i)}\right\|^{p}\right)^{1 / k(i)}=r_{p}^{\prime \prime p}(a)
$$

we have $L_{2} \geq \min \left\{r_{p}^{\prime \prime p}(a),\left(r_{p}^{\prime \prime p}(a)\right)^{1 / 1-n \varepsilon}\right\}$.
To estimate $L_{1}$, we use the well-known Stirling formula

$$
l!=l^{l} e^{-l} \sqrt{2 \pi l}(1+o(l))
$$

Consequently,

$$
(1-\varepsilon)\left(\frac{\alpha_{j}(i)}{e}\right)^{\alpha_{j}(i) / m(i)|\gamma|} \leq\left(\alpha_{j}(i)!\right)^{1 / m(i)|\gamma|} \leq(1+\varepsilon)\left(\frac{\alpha_{j}(i)}{e}\right)^{\alpha_{j}(i) / m(i)|\gamma|}
$$

for $j=1, \ldots, n$ and for all $i$ sufficiently large. Similar estimates we can use for $\left(m(i) c_{j}\right)!,(m(i)|\gamma|)!$ and $|\alpha(i)|!$. Thus, for $i$ sufficiently large, we have (to simplify
the expressions we write $m, k$ and $\alpha$ instead of $m(i), k(i)$ and $\alpha(i)$, respectively)

$$
\begin{aligned}
& \left(\frac{\binom{m|\gamma|}{m \gamma}}{\binom{k}{\alpha}}\right)^{1 / m|\gamma|}=\left(\frac{(m|\gamma|)!\alpha_{1}!\cdots \alpha_{n}!}{k!\left(m c_{1}\right)!\cdots\left(m c_{n}\right)!}\right)^{1 / m|\gamma|} \\
& \geq\left(\frac{1-\varepsilon}{1+\varepsilon}\right)^{n+1} \frac{m|\gamma| \cdot \alpha_{1}^{\alpha_{1} / m|\gamma|} \cdots \alpha_{n}^{\alpha_{n} / m|\gamma|} \cdot e^{k / m|\gamma|} \cdot e^{c_{1} /|\gamma|} \cdots e^{c_{n} /|\gamma|}}{e \cdot e^{\alpha_{1} / m|\gamma| \cdots e^{\alpha_{n} / m|\gamma|} \cdot k^{k / m|\gamma|} \cdot\left(m c_{1}\right)^{c_{1} /|\gamma| \cdots\left(m c_{n}\right)^{c_{n} /|\gamma|}}}} \begin{array}{l}
=\left(\frac{1-\varepsilon}{1+\varepsilon}\right)^{n+1}\left(\frac{\alpha_{1}}{m c_{1}}\right)^{c_{1} /|\gamma|} \cdots\left(\frac{\alpha_{n}}{m c_{n}}\right)^{c_{n} /|\gamma|} \alpha_{1}^{\left(\alpha_{1}-m c_{1}\right) / m|\gamma|} \cdots \\
\geq\left(\frac{1-\varepsilon}{1+\varepsilon}\right)^{n+1} \cdot\left(\frac{\alpha_{1}}{k}\right)^{\left(\alpha_{1}-m c_{1}\right) / m|\gamma|} \cdots\left(\frac{\alpha_{n}}{k}\right)^{\left(\alpha_{n}-m c_{n}\right) / m|\gamma|} \cdot \frac{m|\gamma|}{k^{k / m|\gamma|}} \\
\end{array} . \begin{array}{l}
\left.\alpha_{n}\right) / m|\gamma|
\end{array} \frac{m|\gamma|}{k}
\end{aligned}
$$

By (3) and (5), we have

$$
\frac{\alpha_{j}-m c_{j}}{m|\gamma|}=\frac{\alpha_{j}-m c_{j}}{k} \cdot \frac{k}{m|\gamma|} \leq \frac{\varepsilon}{1-n \varepsilon}
$$

and so, by (2),

$$
L_{1} \geq\left(\frac{1-\varepsilon}{1+\varepsilon}\right)^{n+1}(1-n \varepsilon)\left(\left(t_{1}-\varepsilon / 4\right) \cdots\left(t_{n}-\varepsilon / 4\right)\right)^{\frac{\varepsilon}{1-n \varepsilon}}
$$

Hence

$$
\begin{aligned}
& r_{p}^{\prime p}(a) \geq\left(\frac{1-\varepsilon}{1+\varepsilon}\right)^{n+1}(1-n \varepsilon)\left(\left(t_{1}-\varepsilon / 4\right) \cdots\left(t_{n}-\varepsilon / 4\right)\right)^{\frac{\varepsilon}{1-n \varepsilon}} \\
& \cdot K^{-\frac{n \varepsilon p}{1-n \varepsilon}} \cdot \min \left\{r_{p}^{\prime \prime p}(a),\left(r_{p}^{\prime \prime p}(a)\right)^{1 / 1-n \varepsilon}\right\}
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ yields $r_{p}^{\prime}(a) \geq r_{p}^{\prime \prime}(a)$.
We now apply the previous result to the case of $n$-tuples of operators.
Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of commuting operators on a Banach space $X$. Set

$$
\|T\|_{\infty}=\sup \left\{\left\|T_{j} x\right\|: j=1, \ldots, n, x \in X,\|x\|=1\right\}
$$

and, for $1 \leq p<\infty$,

$$
\|T\|_{p}=\sup \left\{\left(\sum_{j=1}^{n}\left\|T_{j} x\right\|^{p}\right)^{1 / p}: x \in X,\|x\|=1\right\}
$$

Equivalently, $\|T\|_{p}$ is the norm of the operator $\delta_{T}: X \rightarrow X_{p}^{n}$, where $X_{p}^{n}$ is the direct sum of $n$ copies of $X$ endowed with the $\ell^{p}$-norm, and $\delta_{T} x=T_{1} x \oplus \cdots \oplus T_{n} x$.

Let $T=\left(T_{1}, \ldots, T_{n}\right) \in \mathcal{B}(X)^{n}$ and $S=\left(S_{1}, \ldots, S_{m}\right) \in \mathcal{B}(X)^{m}$. Denote by $T S$ the $m n$-tuple

$$
T S=\left(T_{1} S_{1}, \ldots, T_{1} S_{m}, T_{2} S_{1}, \ldots, T_{2} S_{m}, \ldots, T_{n} S_{1}, \ldots, T_{n} S_{m}\right)
$$

Further, let $T^{2}=T T$ and $T^{k+1}=T \cdot T^{k} \quad(k \in \mathbb{N})$. With this notation we can state the spectral radius formula in a familiar way:
Theorem 7. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$, let $1 \leq p \leq \infty$. Then $r_{p}(T)=\lim _{k \rightarrow \infty}\left\|T^{k}\right\|_{p}^{1 / k}$.
Proof. For $p=\infty$ the statement follows directly from Theorem 5. Suppose that $1 \leq p<\infty$. We have

$$
\left\|T^{k}\right\|_{p}=\sup _{\|x\|=1}\left(\sum_{|\alpha|=k}\binom{k}{\alpha}\left\|T^{\alpha} x\right\|^{p}\right)^{1 / p}
$$

and

$$
\begin{aligned}
r_{p}(T) & =\lim _{k \rightarrow \infty}\left(\sum_{|\alpha|=k}\binom{k}{\alpha}\left\|T^{\alpha}\right\|^{p}\right)^{1 / k p}=\lim _{k \rightarrow \infty} \max _{|\alpha|=k}\left(\binom{k}{\alpha}\left\|T^{\alpha}\right\|^{p}\right)^{1 / k p} \\
& =\lim _{k \rightarrow \infty} \max _{|\alpha|=k} \sup _{\|x\|=1}\left(\binom{k}{\alpha}\left\|T^{\alpha} x\right\|^{p}\right)^{1 / k p} \\
& =\lim _{k \rightarrow \infty} \sup _{\|x\|=1} \max _{|\alpha|=k}\left(\binom{k}{\alpha}\left\|T^{\alpha} x\right\|^{p}\right)^{1 / k p} \\
& =\lim _{k \rightarrow \infty} \sup _{\|x\|=1}\left(\sum_{|\alpha|=k}\binom{k}{\alpha}\left\|T^{\alpha} x\right\|^{p}\right)^{1 / k p}=\lim _{k \rightarrow \infty}\left\|T^{k}\right\|_{p}^{1 / k}
\end{aligned}
$$

## 36 Capacity

In this section we study the notion of capacity in Banach algebras. This notion was inspired by the classical capacity of compact subsets of $\mathbb{C}$ that is studied in potential theory.

We start with the capacity of single Banach algebra elements.
For $k \in \mathbb{N}$ denote by $\mathcal{P}_{k}^{1}$ the set of all complex polynomials in one variable of degree $k$ with leading coefficient equal to 1 (these polynomials are called monic).

Let $a$ be an element of a Banach algebra $\mathcal{A}$. For $k \in \mathbb{N}$ set $\operatorname{cap}_{k} a=$ $\inf \left\{\|p(a)\|: p \in \mathcal{P}_{k}^{1}\right\}$. Since the product of two monic polynomials is again monic, we have

$$
\operatorname{cap}_{k+m} a \leq \operatorname{cap}_{k} a \cdot \operatorname{cap}_{m} a
$$

for all $k, m \in \mathbb{N}$. By Lemma 1.21, this implies that the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k} a\right)^{1 / k}$ exists and is equal to $\inf _{k}\left(\operatorname{cap}_{k} a\right)^{1 / k}$.

Definition 1. The capacity of an element $a$ of a Banach algebra $\mathcal{A}$ is defined by

$$
\operatorname{cap} a=\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k} a\right)^{1 / k}=\inf _{k}\left(\operatorname{cap}_{k} a\right)^{1 / k} .
$$

Clearly, there is an analogy between the capacity and the spectral radius $r(a)=\lim _{k \rightarrow \infty}\left\|a^{n}\right\|^{1 / n}=\inf _{k}\left\|a^{k}\right\|^{1 / k}$. We have $\operatorname{cap}_{k} a \leq\left\|T^{k}\right\|$ for all $k$, and so $\operatorname{cap} a \leq r(a)$.

The capacity in Banach algebras is closely related to the classical capacity of compact subsets of $\mathbb{C}$. If $K$ is a non-empty compact subset of $\mathbb{C}$ and $k \in \mathbb{N}$, then we set $\operatorname{cap}_{k} K=\inf \left\{\|p\|_{K}: p \in \mathcal{P}_{k}^{1}\right\}$. As above it is easy to see that the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k} K\right)^{1 / k}$ exists and is equal to the infimum. The capacity of $K$ is defined by

$$
\operatorname{cap} K=\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k} K\right)^{1 / k}=\inf _{k}\left(\operatorname{cap}_{k} K\right)^{1 / k}
$$

The use of the name capacity for Banach algebras elements is also justified by the following observation: if $C(K)$ is the algebra of all continuous functions on $K$ with the sup-norm, and $a \in C(K)$ is defined by $a(z)=z \quad(z \in K)$, then the capacity of $a$ in the Banach algebra $C(K)$ is equal to the classical capacity of the set $K$. Thus, in some sense, the capacity in Banach algebras is a generalization of the classical capacity of compact sets.

The next theorem shows that these two capacities are connected even more:
Theorem 2. Let $a$ be an element in a Banach algebra $\mathcal{A}$. Then:
(i) $\operatorname{cap} a=\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k}=\inf _{k}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k}$, where

$$
\operatorname{cap}_{k}^{\prime} a=\inf \left\{r(p(a)): p \in \mathcal{P}_{k}^{1}\right\}
$$

(ii) $\operatorname{cap} a=\operatorname{cap} \sigma(a)$.

Proof. (i) If $k, l \in \mathbb{N}, p \in \mathcal{P}_{k}^{1}$ and $q \in \mathcal{P}_{l}^{1}$, then $p q \in \mathcal{P}_{k+l}^{1}$ and $r((p q)(a)) \leq$ $r(p(a)) \cdot r(q(a))$. Thus $\operatorname{cap}_{k+l}^{\prime} a \leq \operatorname{cap}_{k}^{\prime} a \cdot \operatorname{cap}_{l}^{\prime} a$. As above, this implies that the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k}$ exists and is equal to the infimum.

Obviously, $\operatorname{cap}_{k}^{\prime} a \leq \operatorname{cap}_{k} a$ for all $k$, and so $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k} \leq \operatorname{cap} a$.
Conversely, let $p \in \mathcal{P}_{k}^{1}$. For all $m \in \mathbb{N}$ we have

$$
\left\|(p(a))^{m}\right\|^{1 / k m} \geq\left(\operatorname{cap}_{k m} a\right)^{1 / k m} \geq \operatorname{cap} a
$$

and so $r(p(a))=\lim _{m \rightarrow \infty}\left\|(p(a))^{m}\right\|^{1 / m} \geq(\operatorname{cap} a)^{k}$. Thus $r(p(a))^{1 / k} \geq \operatorname{cap} a$ and $\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k} \geq \operatorname{cap} a$ for all $k \in \mathbb{N}$. Hence $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k} \geq \operatorname{cap} a$.
(ii) For each $p \in \mathcal{P}_{k}^{1}$ we have

$$
r(p(a))=\max \{|\mu|: \mu \in \sigma(p(a))\}=\max \{|p(z)|: z \in \sigma(a)\}=\|p\|_{\sigma(a)}
$$

and so $\operatorname{cap}_{k}^{\prime} a=\operatorname{cap}_{k} \sigma(a)$. Thus

$$
\operatorname{cap} \sigma(a)=\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}^{\prime} a\right)^{1 / k}=\operatorname{cap} a
$$

We next generalize the concept of capacity to commuting $n$-tuples of Banach algebra elements.

A polynomial of degree $\leq k$ in $n$ variables can be written as

$$
p\left(z_{1}, \ldots, z_{n}\right)=\sum_{\substack{\alpha \in \mathbb{Z}_{+}^{n} \\|\alpha| \leq k}} c_{\alpha} z^{\alpha}
$$

where, as usually, $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ and $c_{\alpha} \in \mathbb{C}$. We say that $p$ is monic of degree $k$ if $\sum_{|\alpha|=k}\left|c_{\alpha}\right|=1$. The set of all polynomials of degree $\leq k$ in $n$ variables will be denoted by $\mathcal{P}_{k}(n)$. Denote by $\mathcal{P}_{k}^{1}(n)$ the set of all monic polynomials of degree $k$.

Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be mutually commuting elements of a Banach algebra $\mathcal{A}$. As in the one variable case, for $k \in \mathbb{N}$ set

$$
\operatorname{cap}_{k} a=\inf \left\{\|p(a)\|: p \in \mathcal{P}_{k}^{1}(n)\right\}
$$

For $n \geq 2$ there is a technical difficulty since the product of two monic polynomial need not be monic. Therefore the sequence $\operatorname{cap}_{k} a$ is not submultiplicative and it is not clear that the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k} a\right)^{1 / k}$ exists (we will see later that this is still true). Therefore we define:

Definition 3. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a commuting $n$-tuple of elements in a Banach algebra $\mathcal{A}$. The capacity of the $n$-tuple $a$ is defined by

$$
\operatorname{cap} a=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{k} a\right)^{1 / k}
$$

For a compact subset $K \subset \mathbf{C}^{n}$ define the corresponding capacity (sometimes called the Tshebyshev constant) by

$$
\operatorname{cap} K=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{k} K\right)^{1 / k}
$$

where

$$
\operatorname{cap}_{k} K=\inf \left\{\|p\|_{K}: p \in \mathcal{P}_{k}^{1}(n)\right\}
$$

We show that the capacity can be expressed in another, more convenient way. Denote by $Q_{k}(n)$ the set of all polynomials $p(z)=\sum_{|\mu| \leq k} c_{\mu} z^{\mu} \in \mathcal{P}_{k}(n)$ such that

$$
\sup \left\{\left|\sum_{|\nu|=k} c_{\mu} z^{\nu}\right|: z \in \mathbb{T}^{n}\right\}=1
$$

where $\mathbb{T}^{n}=\left\{z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbf{C}^{n}:\left|z_{1}\right|=\cdots=\left|z_{n}\right|=1\right\}$ is the $n$-dimensional torus.

Theorem 4. Let $x_{1}, \ldots, x_{n}$ be mutually commuting elements of a Banach algebra $\mathcal{A}$. Then:
(i) $\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)=\lim _{k \rightarrow \infty} \operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right)^{1 / k}=\inf _{k} \inf \left\{\|p(x)\|^{1 / k}: p \in\right.$ $\left.Q_{k}(n)\right\}$;
(ii) $\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)=\inf _{k} \inf \left\{\left(\operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}: p \in Q_{k}(n)\right\}$;
(iii) $\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{cap} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)$.

Proof. (i) Let $p=\sum_{|\nu| \leq k} c_{\nu} z^{\nu} \in \mathcal{P}_{k}(n)$. By the Cauchy formulas, for each $\mu \in \mathbb{Z}_{+}^{n}$ with $|\mu|=k$ we have

$$
\left|c_{\mu}\right| \leq \max \left\{\left|\sum_{|\nu|=k} c_{\nu} z^{\nu}\right|: z \in \mathbb{T}^{n}\right\}=\left\|\sum_{|\nu|=k} c_{\nu} z^{\nu}\right\|_{\mathbb{T}^{n}}
$$

Further,

$$
\left\|\sum_{|\nu|=k} c_{\nu} z^{\nu}\right\|_{\mathbb{T}^{n}} \leq \sum_{|\mu|=k}\left|c_{\mu}\right| \leq\binom{ k+n-1}{n-1}\left\|\sum_{|\nu|=k} c_{\nu} z^{\nu}\right\|_{\mathbb{T}^{n}}
$$

where $\binom{k+n-1}{n-1}$ is the number of coefficients $c_{\mu}$ with $|\mu|=k$. Write

$$
\alpha_{k}=\inf \left\{\left\|p\left(x_{1}, \ldots, x_{n}\right)\right\|: p \in Q_{k}(n)\right\} .
$$

Then

$$
\begin{equation*}
\operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right) \leq \alpha_{k} \leq\binom{ k+n-1}{n-1} \operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right) \tag{1}
\end{equation*}
$$

Let $p \in Q_{k}(n)$ and let $m, s$ be non-negative integers, $0 \leq s \leq k-1$. Then $q=p^{m} \cdot z_{1}^{s} \in Q_{m k+s}(n)$. Thus $\alpha_{m k+s} \leq \alpha_{k}^{m} \cdot\left\|x_{1}\right\|^{s}, \alpha_{m k+s}^{1 / m k+s} \leq \alpha_{k}^{\frac{m}{m k+s}}$. $\max \left\{1,\left\|x_{1}\right\|^{k-1}\right\}^{1 / m k+s}$ and $\lim \sup _{r \rightarrow \infty} \alpha_{r}^{1 / r} \leq \alpha_{k}^{1 / k}$. So the limit $\lim _{k \rightarrow \infty} \alpha_{k}^{1 / k}$ exists and is equal to $\inf _{k} \alpha_{k}^{1 / k}$.

By (1), the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}$ also exists and

$$
\begin{aligned}
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) & =\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}=\lim _{k \rightarrow \infty} \alpha_{k}^{1 / k} \\
& =\inf _{k} \alpha_{k}^{1 / k}=\inf _{k} \inf \left\{\left\|p\left(x_{1}, \ldots, x_{n}\right)\right\|^{1 / k}: p \in Q_{k}(n)\right\} .
\end{aligned}
$$

(ii) Let $p \in Q_{k}(n)$ and let $q=z^{s}+\sum_{i=0}^{s-1} a_{i} z^{i} \in \mathcal{P}_{s}^{1}(1)=Q_{s}(1)$. Then $q \circ p \in Q_{s k}(n)$, and so, by (i),

$$
\begin{equation*}
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) \leq\left\|(q \circ p)\left(x_{1}, \ldots, x_{n}\right)\right\|^{1 / s k} \quad\left(q \in Q_{s}(1)\right) \tag{2}
\end{equation*}
$$

## Hence

$$
\begin{aligned}
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) & \leq \inf _{s} \inf \left\{\left\|q\left(p\left(x_{1}, \ldots, x_{n}\right)\right)\right\|^{1 / s k}: q \in Q_{s}(1)\right\} \\
& =\left(\operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}
\end{aligned}
$$

and

$$
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) \leq \inf _{k} \inf \left\{\left(\operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}: p \in Q_{k}(n)\right\}
$$

On the other hand, cap $p\left(x_{1}, \ldots, x_{n}\right) \leq\left\|p\left(x_{1}, \ldots, x_{n}\right)\right\|$ for every $p \in Q_{k}(n)$. Together with (i) this gives

$$
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)=\inf _{k} \inf \left\{\left(\operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}: p \in Q_{k}(n)\right\}
$$

(iii) Let $p \in Q_{k}(n)$. By (ii), we have

$$
\begin{aligned}
\left(\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)\right)^{k} & \leq \operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right) \leq r\left(p\left(x_{1}, \ldots, x_{n}\right)\right) \\
& =\max \left\{|p(z)|: z \in \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)\right\}=\|p\|_{\sigma_{H}\left(x_{1}, \ldots, x_{n}\right)}
\end{aligned}
$$

So

$$
\begin{aligned}
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) & \leq \inf _{k} \inf \left\{\|p\|_{\sigma_{H}\left(x_{1}, \ldots, x_{n}\right)}^{1 / k}: p \in Q_{k}(n)\right\} \\
& \leq \inf _{k}\binom{k+n-1}{n-1}^{1 / k}\left(\operatorname{cap}_{k} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}
\end{aligned}
$$

Hence $\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) \leq \operatorname{cap} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)$.
On the other hand,

$$
\left\|p\left(x_{1}, \ldots, x_{n}\right)\right\| \geq r\left(p\left(x_{1}, \ldots, x_{n}\right)\right)=\|p\|_{\sigma_{H}\left(x_{1}, \ldots, x_{n}\right)}
$$

for each polynomial $p \in \mathcal{P}_{k}(n)$, so

$$
\operatorname{cap}_{k}\left(x_{1}, \ldots, x_{n}\right) \geq \operatorname{cap}_{k} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)
$$

and

$$
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) \geq \operatorname{cap} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)
$$

Theorem 5. Let $\mathcal{A}$ be a Banach algebra and let $\tilde{\sigma}$ be a compact-valued spectral system satisfying cap $\tilde{\sigma}\left(x_{1}\right)=\operatorname{cap} \sigma\left(x_{1}\right)$ for each $x_{1} \in \mathcal{A}$. Then

$$
\operatorname{cap} \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{cap} \sigma_{H}\left(x_{1}, \ldots, x_{n}\right)=\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right)
$$

for all $n$-tuples $x_{1}, \ldots, x_{n}$ of mutually commuting elements of $\mathcal{A}$.
Proof. Let $x_{1}, \ldots, x_{n}$ be mutually commuting elements of $\mathcal{A}$. Consider the algebra $C(K)$ of all continuous functions on the compact set $K=\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right) \subset \mathbf{C}^{n}$ with the sup-norm on $K$ and let $z_{1}, \ldots, z_{n}$ be the independent variables.

As $\|q\|_{K}=\left\|q\left(z_{1}, \ldots, z_{n}\right)\right\|_{C(K)}$ for each polynomial $q$, it is easy to see that cap $K=\operatorname{cap}\left(z_{1}, \ldots, z_{n}\right)$ and $\operatorname{cap} p(K)=\operatorname{cap} p\left(z_{1}, \ldots, z_{n}\right)$ for all polynomials $p$.

Thus

$$
\begin{aligned}
\operatorname{cap}\left(x_{1}, \ldots, x_{n}\right) & =\inf _{k} \inf \left\{\left(\operatorname{cap} p\left(x_{1}, \ldots, x_{n}\right)\right)^{1 / k}: p \in Q_{k}(n)\right\} \\
& =\inf _{k} \inf \left\{\left(\operatorname{cap} \sigma\left(p\left(x_{1}, \ldots, x_{n}\right)\right)\right)^{1 / k}: p \in Q_{k}(n)\right\} \\
& =\inf _{k} \inf \left\{\left(\operatorname{cap} \tilde{\sigma}\left(p\left(x_{1}, \ldots, x_{n}\right)\right)\right)^{1 / k}: p \in Q_{k}(n)\right\} \\
& =\inf _{k} \inf \left\{\left(\operatorname{cap} p\left(\tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right)\right)\right)^{1 / k}: p \in Q_{k}(n)\right\} \\
& =\inf _{k} \inf \left\{\left(\operatorname{cap} p\left(z_{1}, \ldots, z_{n}\right)\right)^{1 / k}: p \in Q_{k}(n)\right\} \\
& =\operatorname{cap}\left(z_{1}, \ldots, z_{n}\right)=\operatorname{cap} \tilde{\sigma}\left(x_{1}, \ldots, x_{n}\right) .
\end{aligned}
$$

Corollary 6. Let $\tilde{\sigma}$ be a spectral-radius-preserving spectral system in a Banach algebra $\mathcal{A}$. Then $\operatorname{cap}\left(a_{1}, \ldots, a_{n}\right)=\operatorname{cap} \tilde{\sigma}\left(a_{1}, \ldots, a_{n}\right)$ for all commuting $n$-tuples $\left(a_{1}, \ldots, a_{n}\right) \in \mathcal{A}$.

Proof. By Theorem $7.22, \partial \sigma\left(a_{1}\right) \subset \tilde{\sigma}\left(a_{1}\right) \subset \sigma\left(a_{1}\right)$ for all $a_{1} \in \mathcal{A}$. By the maximum principle, $\operatorname{cap} \tilde{\sigma}\left(a_{1}\right)=\operatorname{cap} \sigma\left(a_{1}\right)$, so the statement follows from the previous theorem.

Another important example for which we can use Theorem 5 is the essential spectrum.

Lemma 7. Let $X$ be a Banach space. Then $\operatorname{cap} \sigma_{e}(T)=\operatorname{cap} \sigma(T)$ for all $T \in \mathcal{B}(X)$. Proof. Clearly, $\operatorname{cap} \sigma_{e}(T) \leq \operatorname{cap} \sigma(T)$.

Conversely, let $\varepsilon>0$. There exists $k \in \mathbb{N}$ and $p \in \mathcal{P}_{k}^{1}$ such that $\sup \{|p(z)|$ : $\left.z \in \sigma_{e}(T)\right\}<\left(\operatorname{cap} \sigma_{e}(T)+\varepsilon\right)^{k}$. Let $U=\left\{z \in \mathbb{C}:|p(z)|<\left(\operatorname{cap} \sigma_{e}(T)+\varepsilon\right)^{k}\right\}$. Then $\sigma(T) \backslash U$ is a finite set, $\sigma(T) \backslash U=\left\{\lambda_{1}, \ldots, \lambda_{r}\right\}$. Let $n \in \mathbb{N}$ and set $q(z)=$ $(p(z))^{n}\left(z-\lambda_{1}\right) \cdots\left(z-\lambda_{r}\right)$. Then $q \in \mathcal{P}_{n k+r}^{1}$ and

$$
\max \{|q(z)|: z \in \sigma(T)\} \leq \max \{|p(z)|: z \in U\}^{n} \cdot m \leq\left(\operatorname{cap} \sigma_{e}(T)+\varepsilon\right)^{k n} \cdot m
$$

where $m=\max \left\{\left|\left(z-\lambda_{1}\right) \cdots\left(z-\lambda_{r}\right)\right|: z \in \sigma(T)\right\}$. Consequently, we have $\operatorname{cap} \sigma(T) \leq\left(\operatorname{cap} \sigma_{e}(T)+\varepsilon\right)^{\frac{k n}{k n+r}} \cdot m^{\frac{1}{k n+r}}$. If $n \rightarrow \infty$, then we get $\operatorname{cap} \sigma(T) \leq$ $\operatorname{cap} \sigma_{e}(T)+\varepsilon$. Letting $\varepsilon \rightarrow 0$ yields $\operatorname{cap} \sigma(T) \leq \operatorname{cap} \sigma_{e}(T)$.
Corollary 8. Let $X$ be a Banach space, let $\tilde{\sigma}$ be a spectral system in $\mathcal{B}(X)$ satisfying $\partial \sigma_{e}(T) \subset \tilde{\sigma}(T)$ for all $T \in \mathcal{B}(X)$. Then

$$
\operatorname{cap} \tilde{\sigma}\left(T_{1}, \ldots, T_{n}\right)=\operatorname{cap} \sigma_{H}\left(T_{1}, \ldots, T_{n}\right)=\operatorname{cap}\left(T_{1}, \ldots, T_{n}\right)
$$

for all commuting $n$-tuples $T_{1}, \ldots, T_{n}$ of operators on $X$.
Proof. For all $T \in \mathcal{B}(X)$ we have $\operatorname{cap} \sigma_{e}(T) \leq \operatorname{cap} \tilde{\sigma}(T) \leq \operatorname{cap} \sigma(T)=\operatorname{cap} \sigma_{e}(T)$, and so we can use Theorem 5.

In fact, the condition $\partial \sigma_{e}(T) \subset \tilde{\sigma}(T)$ for all $T \in \mathcal{B}(X)$ was satisfied by all spectral systems considered in this monograph.

## 37 Invariant subset problem and large orbits

By an orbit of $T \in \mathcal{B}(X)$ we mean a sequence of the form $\left(T^{n} x\right)_{n=0}^{\infty}$, where $x \in X$ is a fixed vector.

Orbits of operators are closely connected with the most important open problem of operator theory - the invariant subspace/subset problem.

Let $T \in \mathcal{B}(X)$. A non-empty subset $M \subset X$ is called invariant for $T$ if $T M \subset M$. The set $M$ is non-trivial if $\{0\} \neq M \neq X$ (the trivial subsets $\{0\}$ and $X$ are always invariant for any operator $T \in \mathcal{B}(X))$. The invariant subspace problem may be formulated as follows:

Problem 1. Let $T$ be an operator on a Hilbert space $H$ of dimension $\geq 2$. Does there exist a non-trivial closed subspace invariant for $T$ ?

It is easy to see that the problem has sense only for separable infinitedimensional spaces. Indeed, if $H$ is non-separable and $x \in H$ any non-zero vector, then the vectors $x, T x, T^{2} x, \ldots$ span a non-trivial closed subspace invariant for $T$.

If $\operatorname{dim} H<\infty$, then $T$ has at least one eigenvalue and the corresponding eigenvector generates an invariant subspace of dimension 1. Note that the existence of eigenvalues is equivalent to the fundamental theorem of algebra that each nonconstant complex polynomial has a root. Thus the invariant subspace problem is non-trivial even for finite-dimensional spaces.

Examples of Banach space operators without non-trivial closed invariant subspaces were given by Enflo [En2], Beuzamy [Bea1] and Read [Re1]. Read [Re6] also gave an example of an operator $T$ (acting on $\ell^{1}$ ) with a stronger property that $T$ has no non-trivial closed invariant subset.

It is not known whether such an operator exists on a Hilbert space. The following "invariant subset problem" may be easier than Problem 1.

Problem 2. (invariant subset problem) Let $T$ be an operator on a Hilbert space $H$. Does there exist a non-trivial closed subset invariant for $T$ ?

Both Problems 1 and 2 are also open for operators on reflexive Banach spaces. More generally, the following problem is open:

Problem 3. Let $T$ be an operator on a Banach space $X$. Does $T^{*}$ have a non-trivial closed invariant subset/subspace?

The existence of non-trivial invariant subspaces/subsets is closely connected with the behaviour of orbits. It is easy to see that an operator $T \in B(X)$ has no non-trivial closed invariant subspace if and only if all orbits corresponding to non-zero vectors span all the space $X$ (i.e., each non-zero vector is cyclic). Similarly, $T \in B(X)$ has no non-trivial closed invariant subset if and only if all orbits corresponding to non-zero vectors are dense, i.e., all non-zero vectors are hypercyclic.

Thus orbits provide the basic information about the structure of an operator.

Typically, the behaviour of an orbit ( $\left.T^{n} x\right)$ depends essentially on the choice of the initial vector $x$. This can be illustrated by the following simple example:

Example 4. Let $S$ be the backward shift on a Hilbert space $H$, i.e., $S e_{0}=0$ and $S e_{i}=e_{i-1} \quad(i \geq 1)$, where $\left\{e_{i}: i=0,1,2, \ldots\right\}$ is an orthonormal basis in $H$. Let $T=2 S$. Then:
(i) there is a dense subset of points $x \in H$ such that $\left\|T^{n} x\right\| \rightarrow 0$;
(ii) there is a dense subset of points $x \in H$ such that $\left\|T^{n} x\right\| \rightarrow \infty$;
(iii) there is a residual subset of points $x \in H$ such that the set $\left\{T^{n} x: n=\right.$ $0,1, \ldots\}$ is dense in $H$.

Statement (i) is easy to show: any vector $x$ which is a finite linear combination of the basis vectors $e_{i}$ satisfies $\left\|T^{n} x\right\| \rightarrow 0$. Statements (ii) and (iii) are not so obvious. They will follow from the subsequent general results.

Note that it is very simple to find an operator such that almost all (up to a set of the first category) vectors are hypercyclic, but it is very difficult to find an operator such that all non-zero vectors are hypercyclic.

In this section we study orbits that are "large" in some sense (e.g., of type (ii)). Note that orbits satisfying $\left\|T^{n} x\right\| \rightarrow \infty$ provide a simple example of a nontrivial closed invariant subset.

It is an easy consequence of the Banach-Steinhaus theorem that an operator $T \in \mathcal{B}(X)$ has unbounded orbits if and only if $\sup \left\|T^{n}\right\|=\infty$.

Another result of this type was proved in Section 14. For each operator $T \in \mathcal{B}(X)$ there are points $x \in X$ with the property that the local spectral radius $r_{x}(T)=\lim \sup _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}$ is equal to the spectral radius $r(T)$. In particular, for such points $x$ there are infinitely many powers such that $\left\|T^{n} x\right\|$ is "large" (asymptotically, $\left\|T^{n} x\right\| \sim r(T)^{n}$ ).

More precisely, it is possible to prove the following stronger result:
Theorem 5. Let $T \in \mathcal{B}(X)$, let $\left(a_{n}\right)_{n \geq 0}$ be a sequence of positive numbers such that $a_{n} \rightarrow 0$. Then the set of all $x \in X$ with the property that

$$
\left\|T^{n} x\right\| \geq a_{n}\left\|T^{n}\right\| \quad \text { for infinitely many powers } n
$$

is residual.
Consequently, the set $\left\{x \in X: r_{x}(T)=r(T)\right\}$ is residual.
Proof. For $k \in \mathbb{N}$ set

$$
M_{k}=\left\{x \in X: \text { there exists } n \geq k \text { such that }\left\|T^{n} x\right\|>a_{n}\left\|T^{n}\right\|\right\}
$$

Clearly, $M_{k}$ is an open set. We prove that $M_{k}$ is dense. Let $x \in X$ and $\varepsilon>0$. Choose $n \geq k$ such that $a_{n} \varepsilon^{-1}<1$. There exists $z \in X$ of norm 1 such that $\left\|T^{n} z\right\|>a_{n} \varepsilon^{-1}\left\|T^{n}\right\|$. Then

$$
2 a_{n}\left\|T^{n}\right\|<\left\|T^{n}(2 \varepsilon z)\right\| \leq\left\|T^{n}(x+\varepsilon z)\right\|+\left\|T^{n}(x-\varepsilon z)\right\|,
$$

and so either $\left\|T^{n}(x+\varepsilon z)\right\|>a_{n}\left\|T^{n}\right\|$ or $\left\|T^{n}(x-\varepsilon z)\right\|>a_{n}\left\|T^{n}\right\|$. Thus either $x+\varepsilon z \in M_{k}$ or $x-\varepsilon z \in M_{k}$, and so $\operatorname{dist}\left\{x, M_{k}\right\} \leq \varepsilon$. Since $x$ and $\varepsilon$ were arbitrary, the set $M_{k}$ is dense.

By the Baire category theorem, the intersection $\bigcap_{k=1}^{\infty} M_{k}$ is a dense $G_{\delta}$-set, hence it is residual. Clearly, each $x \in \bigcap_{k=1}^{\infty} M_{k}$ satisfies $\left\|T^{n} x\right\|>a_{n}\left\|T^{n}\right\|$ for infinitely many powers $n$.

In particular, for $a_{n}=n^{-1}$ we obtain

$$
r_{x}(T)=\limsup _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n} \geq \limsup _{n \rightarrow \infty}\left(\frac{\left\|T^{n}\right\|}{n}\right)^{1 / n}=r(T)
$$

for all $x$ in a residual subset of $X$.
In fact, a much stronger result is also true: there are points $x \in X$ such that all powers $T^{n} x$ are "large" in the norm.

The following lemma is a useful technical tool in many constructions.
Lemma 6. Let $E$ be a finite-dimensional subspace of a Banach space $X$, let $\varepsilon>0$. Then there exists a closed subspace $Y \subset X$ of finite codimension such that

$$
\|e+y\| \geq(1-\varepsilon) \max \{\|e\|,\|y\| / 2\}
$$

for all $e \in E$ and $y \in Y$.
Proof. We can assume that $\varepsilon<1$. The unit sphere in $E$ is compact, therefore there exists a finite subset $D \subset\{e \in E:\|e\|=1\}$ with the property that dist $\{e, D\} \leq \varepsilon$ for all $e \in E,\|e\|=1$. For each $d \in D$ there exists a functional $f_{d} \in X^{*}$ such that $\left\langle d, f_{d}\right\rangle=1=\left\|f_{d}\right\|$. Set $Y=\bigcap_{d \in D} \operatorname{Ker} f_{d}$. Clearly, codim $Y<\infty$.

To prove the required inequality, let $e \in E$ and $y \in Y$. We can assume that $\|e\| \neq 0$ since the assertion is clear for $e=0$. Find $d \in D$ with $\left\|d-\frac{e}{\|e\|}\right\| \leq \varepsilon$. Then

$$
\begin{aligned}
\|e+y\| & \geq\left|\left\langle e+y, f_{d}\right\rangle\right|=\left|\left\langle e-\|e\| d, f_{d}\right\rangle+\left\langle\|e\| d, f_{d}\right\rangle\right| \\
& \geq\|e\|-\|e-\| e\|d\| \geq\|e\|(1-\varepsilon)
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\|e+y\| & \geq \frac{1}{2}(1-\varepsilon) \frac{2-\varepsilon}{1-\varepsilon}\|e+y\|=\frac{1}{2}(1-\varepsilon)\left(\|e+y\|+\frac{1}{1-\varepsilon}\|e+y\|\right) \\
& \geq \frac{1}{2}(1-\varepsilon)(\|y\|-\|e\|+\|e\|)=\frac{1}{2}(1-\varepsilon)\|y\| .
\end{aligned}
$$

If $X$ is a Hilbert space, then we can take $Y=E^{\perp}$. Thus the constructed subspace $Y \subset X$ substitutes the role of the orthogonal complement of a finitedimensional subspace for general Banach spaces.

Lemma 7. Let $T \in \mathcal{B}(X), r_{e}(T)=1, x \in X$ and let $\left\{a_{j}\right\}_{j=0}^{\infty}$ be a sequence of positive numbers satisfying $\lim _{j \rightarrow \infty} a_{j}=0$. Let $m_{0}, m_{1}$, $m_{2}$ be integers, $0 \leq m_{0} \leq$ $m_{1} \leq m_{2}$ and let $\delta>0$ satisfy $\sup \left\{a_{j}: j \geq m_{1}+1\right\}<\delta / 3$. Suppose that $\left\|T^{j} x\right\|>a_{j} \quad\left(j=m_{0}+1, \ldots, m_{1}\right)$. Then there exists $y \in X$ such that $\|y-x\| \leq \delta$ and $\left\|T^{j} y\right\|>a_{j} \quad\left(j=m_{0}+1, \ldots, m_{2}\right)$.

Proof. Let $\lambda \in \sigma_{e}(T)$ satisfy $|\lambda|=1$. Then $\lambda \in \partial \sigma_{e}(T) \subset \sigma_{\pi e}(T)$, and so

$$
\inf \{\|(T-\lambda) u\|: u \in M,\|u\|=1\}=0
$$

for each subspace $M \subset X$ of finite codimension.
Let $E=\bigvee\left\{T^{j} x: j=m_{0}+1, \ldots, m_{1}\right\}$. Choose $\varepsilon>0$ such that

$$
\left\|T^{j} x\right\|(1-\varepsilon)-m_{1} \delta \varepsilon\|T\|^{j-1}>a_{j} \quad\left(j=m_{0}+1, \ldots, m_{1}\right)
$$

and $\frac{\varepsilon}{2}+j\|T\|^{j-1} \varepsilon<\frac{1}{6} \quad\left(j=m_{1}+1, \ldots, m_{2}\right)$. Let $Y$ be the subspace constructed in Lemma 6, i.e., codim $Y<\infty$ and $\|e+u\| \geq(1-\varepsilon) \max \{\|e\|,\|u\| / 2\}$ for all $e \in E$ and $u \in Y$. Find $z \in Y$ such that $\|z\|=1$ and $\|(T-\lambda) z\|<\varepsilon$. Set $y=x+\delta z$. Clearly, $\|y-x\|=\delta$ and

$$
\left\|T^{j} z-\lambda^{j} z\right\|=\left\|\left(T^{j-1}+\lambda T^{j-2}+\cdots+\lambda^{j-1}\right)(T-\lambda) z\right\| \leq j\|T\|^{j-1} \varepsilon .
$$

For $j=m_{0}+1, \ldots, m_{1}$ we have

$$
\begin{aligned}
\left\|T^{j} y\right\| & =\left\|T^{j} x+\delta T^{j} z\right\| \geq\left\|T^{j} x+\delta \lambda^{j} z\right\|-\left\|\delta\left(T^{j}-\lambda^{j}\right) z\right\| \\
& \geq(1-\varepsilon)\left\|T^{j} x\right\|-\delta j\|T\|^{j-1} \varepsilon>a_{j} .
\end{aligned}
$$

Similarly, for $j=m_{1}+1, \ldots, m_{2}$ we have

$$
\begin{aligned}
\left\|T^{j} y\right\| & =\left\|T^{j} x+\delta T^{j} z\right\| \geq\left\|T^{j} x+\delta \lambda^{j} z\right\|-\left\|\delta\left(T^{j}-\lambda^{j}\right) z\right\| \\
& \geq \frac{1}{2}(1-\varepsilon) \delta-\delta j\|T\|^{j-1} \varepsilon \geq \frac{\delta}{2}-\frac{\delta}{6}=\frac{\delta}{3}>a_{j}
\end{aligned}
$$

Theorem 8. Let $T \in \mathcal{B}(X)$, let $\left(a_{j}\right)_{j=0}^{\infty}$ be a sequence of positive numbers satisfying $\lim _{j \rightarrow \infty} a_{j}=0$. Then:
(i) for each $\varepsilon>0$ there exists $x \in X$ such that $\|x\| \leq \sup \left\{a_{j}: j=0,1, \ldots\right\}+\varepsilon$ and $\left\|T^{j} x\right\| \geq a_{j} r\left(T^{j}\right)$ for all $j \geq 0$;
(ii) there is a dense subset $L$ of $X$ with the following property: for each $y \in L$ we have $\left\|T^{j} y\right\| \geq a_{j} r\left(T^{j}\right)$ for all $n$ sufficiently large.

Proof. We distinguish two cases:
(a) Suppose first that $r(T)>r_{e}(T)$.

Choose $\lambda \in \sigma(T)$ with $|\lambda|=r(T)$. Then $\lambda$ is an isolated eigenvalue of $T$. Let $x$ be a corresponding eigenvector, $\|x\|=s$ where $s=\sup \left\{a_{j}: j=0,1, \ldots\right\}$. Then $\left\|T^{j} x\right\|=s \cdot r(T)^{j} \geq a_{j} r\left(T^{j}\right)$ for all $j$.

To prove (ii), let $F$ be the spectral subspace corresponding to $\lambda$, see Corollary 1.38 , and let $P$ be the corresponding spectral projection onto $F$. Then $\operatorname{dim} F<\infty$ and $(T-\lambda) \mid F$ is a nilpotent operator. Set $L=\{y \in X: P y \neq 0\}$. Clearly, $L$ is a dense subset of $X$. Let $y \in L$. Write $z=P y$. Then $P T^{j} y=T^{j} z$, and so

$$
\begin{equation*}
\left\|T^{j} y\right\| \geq\|P\|^{-1}\left\|T^{j} z\right\| \tag{1}
\end{equation*}
$$

for all $j$. Let $k$ be the integer such that $(T-\lambda)^{k} z=0$ and $(T-\lambda)^{k-1} z \neq 0$. Let $Q \in \mathcal{B}(F)$ be a projection such that $Q z=z$ and $Q \operatorname{Ker}(T-\lambda)^{k-1}=\{0\}$. Then $Q(T-\lambda) T^{j-1} z=0$, and so $Q T^{j} z=\lambda Q T^{j-1} z$ for all $j \geq 1$. Thus, by induction, $Q T^{j} z=\lambda^{j} z$ and

$$
\left\|T^{j} z\right\| \geq\|Q\|^{-1} r\left(T^{j}\right)\|z\| \quad(j=0,1,2, \ldots)
$$

Using (1), this gives

$$
\left\|T^{j} y\right\| \geq \frac{r\left(T^{j}\right)\|P y\|}{\|Q\| \cdot\|P\|} \quad(j=0,1,2, \ldots)
$$

Hence $\left\|T^{j} y\right\| \geq a_{j} r^{j}$ for all $j$ sufficiently large.
(b) Let $r(T)=r_{e}(T)$. Replacing $a_{j}$ by $\sup \left\{a_{i}: i \geq j\right\}$, we can assume that $a_{0} \geq a_{1} \geq a_{2} \geq \cdots$. Also, we can assume that $r(T)=1$.
(i) For $i=0,1, \ldots$ let $n_{i}$ be the smallest index such that $a_{n_{i}}<\frac{\varepsilon}{3 \cdot 2^{i+2}}$.

Find $\lambda \in \sigma_{e}(T)$ with $|\lambda|=1$. Then $\lambda \in \partial \sigma_{e}(T) \subset \sigma_{\pi e}(T)$, so there is an approximate eigenvector $x_{0} \in X$ satisfying $\left\|x_{0}\right\|=a_{0}+\varepsilon / 2$ and $\left\|\left(T^{j}-\lambda^{j}\right) x_{0}\right\|<$ $\varepsilon / 2 \quad\left(j=0,1, \ldots, n_{0}\right)$. For $j=0,1, \ldots, n_{0}$ we have

$$
\left\|T^{j} x_{0}\right\| \geq\left\|\lambda^{j} x_{0}\right\|-\left\|\left(T^{j}-\lambda^{j}\right) x_{0}\right\|>a_{0}+\varepsilon / 2-\varepsilon / 2=a_{0} \geq a_{j} .
$$

Using the previous lemma repeatedly, we construct a sequence $\left(x_{k}\right)$ of vectors in $X$ such that $\left\|x_{k+1}-x_{k}\right\| \leq \frac{\varepsilon}{2^{k+2}}$ and $\left\|T^{j} x_{k}\right\|>a_{j} \quad\left(j=0,1, \ldots, n_{k}\right)$. Denote by $x$ the limit of the Cauchy sequence $\left(x_{k}\right)$. Then $\left\|T^{j} x\right\|=\lim _{k \rightarrow \infty}\left\|T^{j} x_{k}\right\| \geq a_{j}$ for all $j \geq 0$ and $\|x\| \leq\left\|x_{0}\right\|+\left\|x_{1}-x_{0}\right\|+\cdots \leq a_{0}+\frac{\varepsilon}{2}+\frac{\varepsilon}{4}+\cdots=a_{0}+\varepsilon$.
(ii) Let $x \in X$ and $\delta>0$. For $i=0,1, \ldots$ let $n_{i}$ be the smallest index such that $a_{n_{i}}<\frac{\delta}{3 \cdot 2^{i+1}}$. Set $y_{0}=x$. Using Lemma 7 repeatedly we construct a sequence $\left(y_{k}\right)$ of vectors in $X$ such that $\left\|y_{k+1}-y_{k}\right\| \leq \frac{\varepsilon}{2^{k+1}}$ and $\left\|T^{j} y_{k}\right\|>a_{j}$ for $j=n_{0}+1, \ldots, n_{k}$. Let $y=\lim _{k \rightarrow \infty} y_{k}$. Then $\|y-x\| \leq \frac{\varepsilon}{2}+\frac{\varepsilon}{4}+\cdots=\varepsilon$ and $\left\|T^{j} y\right\| \geq a_{j}$ for all $j \geq n_{0}+1$. This completes the proof.

Taking $a_{n}=n^{-1}$ in the previous theorem yields the following corollary:
Corollary 9. The set $\left\{x \in X: \lim \sup _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}=r(T)\right\}$ is residual for each $T \in \mathcal{B}(X)$. The set $\left\{x \in X: \liminf _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}=r(T)\right\}$ is dense.

In particular, there is a dense subset of points $x \in X$ with the property that the limit $\lim _{n \rightarrow \infty}\left\|T^{n} x\right\|^{1 / n}$ exists and is equal to $r(T)$.

Corollary 10. Let $T \in \mathcal{B}(X)$. Then

$$
\sup _{\substack{x \in X \\\|x\|=1}} \inf _{n \geq 1}\left\|T^{n} x\right\|^{1 / n}=\inf _{n \geq 1} \sup _{\substack{x \in X \\\|x\|=1}}\left\|T^{n} x\right\|^{1 / n}=r(T) .
$$

Proof. The statement is clear if $r(T)=0$. Let $r(T)>0$ and let $\varepsilon$ be a positive number, $\varepsilon<r(T)$. By Theorem 8 , there is an $x \in X$ of norm 1 such that $\left\|T^{n} x\right\| \geq(r(T)-\varepsilon)^{n}$ for all $n$. Thus $\inf _{n}\left\|T^{n} x\right\|^{1 / n} \geq r(T)-\varepsilon$. Letting $\varepsilon \rightarrow 0$ gives $\sup _{\|x\|=1} \inf _{n \geq 1}\left\|T^{n} x\right\|^{1 / n} \geq r(T)$.

The second inequality is clear.
In general it is not possible to replace the word "dense" in Corollary 9 by "residual".

Example 11. Let $H$ be a separable Hilbert space with an orthonormal basis $\left\{e_{j}\right.$ : $j=0,1, \ldots\}$ and let $S$ be the backward shift, $S e_{j}=e_{j-1} \quad(j \geq 1), S e_{0}=0$. Then $r(S)=1$ and the set $\left\{x \in H: \liminf _{n \rightarrow \infty}\left\|S^{n} x\right\|^{1 / n}=0\right\}$ is residual.

In particular, the set $\left\{x \in H\right.$ : the $\operatorname{limit}_{\lim }^{n \rightarrow \infty} \boldsymbol{\|}\left\|S^{n} x\right\|^{1 / n}$ exists $\}$ is of the first category (but it is always dense by Corollary 9).

Proof. For $k \in \mathbb{N}$ let

$$
M_{k}=\left\{x \in X: \text { there exists } n \geq k \text { such that }\left\|S^{n} x\right\|<k^{-n}\right\}
$$

Clearly, $M_{k}$ is an open subset of $X$. Further, $M_{k}$ is dense in $X$. To see this, let $x \in X$ and $\varepsilon>0$. Let $x=\sum_{j=0}^{\infty} \alpha_{j} e_{j}$ and choose $n \geq k$ such that $\sum_{j=n}^{\infty}\left|\alpha_{j}\right|^{2}<\varepsilon^{2}$. Set $y=\sum_{j=0}^{n-1} \alpha_{j} e_{j}$. Then $\|y-x\|<\varepsilon$ and $S^{n} y=0$. Thus $y \in M_{k}$ and $M_{k}$ is a dense open subset of $X$.

By the Baire category theorem, the intersection $M=\bigcap_{k=0}^{\infty} M_{k}$ is a dense $G_{\delta}$-subset of $X$, hence it is residual.

Let $x \in M$. For each $k \in \mathbb{N}$ there is an $n_{k} \geq k$ such that $\left\|S^{n_{k}} x\right\|<k^{-n_{k}}$, and so $\liminf _{n \rightarrow \infty}\left\|S^{n} x\right\|^{1 / n}=0$.

Since the set $\left\{x \in H: \lim \sup _{n \rightarrow \infty}\left\|S^{n} x\right\|^{1 / n}=r(S)=1\right\}$ is also residual, we see that the set $\left\{x \in H:\right.$ the limit $\lim _{n \rightarrow \infty}\left\|S^{n} x\right\|^{1 / n}$ exists $\}$ is of the first category.

Remark 12. If $r(T)=1$ and $a_{n}>0, a_{n} \rightarrow 0$, then Theorem 8 says that there exists $x$ such that $\left\|T^{n} x\right\| \geq a_{n}$ for all $n$. This is the best possible result since the previous example $S \in \mathcal{B}(H)$ satisfies $S^{n} x \rightarrow 0$ for all $x \in H$. By Theorem 8, there are orbits converging to 0 arbitrarily slowly.

Theorem 8 implies that there is always a dense subset of points $x$ satisfying $\sum_{j} \frac{\left\|T^{j} x\right\|}{r\left(T^{j}\right)}=\infty$. In fact, the set of all points with this property is even residual.

Theorem 13. Let $T \in \mathcal{B}(X), r(T) \neq 0$ and let $0<p<\infty$. Then the set

$$
\left\{x \in X: \sum_{j=0}^{\infty}\left(\frac{\left\|T^{j} x\right\|}{r\left(T^{j}\right)}\right)^{p}=\infty\right\}
$$

is residual.
Proof. For $k \geq 1$ set

$$
M_{k}=\left\{x \in X: \sum_{j=0}^{\infty}\left(\frac{\left\|T^{j} x\right\|}{r\left(T^{j}\right)}\right)^{p}>k\right\} .
$$

Clearly, $M_{k}$ is an open subset of $X$. It is sufficient to show that $M_{k}$ is dense. Indeed, by the Baire category theorem, the intersection

$$
\bigcap_{k} M_{k}=\left\{x \in X: \sum_{j}\left(\frac{\left\|T^{j} x\right\|}{r\left(T^{j}\right)}\right)^{p}=\infty\right\}
$$

is a dense $G_{\delta}$ set.
Fix $x \in X, \varepsilon>0$ and $k \in \mathbb{N}$. We show that there is a $u \in X$ such that $\|u-x\| \leq \varepsilon$ and $u \in M_{k}$.

By Theorem 8 , there is a $v \in X$ of norm 1 such that $\left\|T^{j} v\right\| \geq \frac{1}{(j+2)^{1 / p}} r\left(T^{j}\right)$ for all $j \geq 0$. We have

$$
\begin{aligned}
& \left\|T^{j}(x+\varepsilon v)\right\|^{p}+\left\|T^{j}(x-\varepsilon v)\right\|^{p} \geq \max \left\{\left\|T^{j}(x+\varepsilon v)\right\|,\left\|T^{j}(x-\varepsilon v)\right\|\right\}^{p} \\
& \geq\left(\frac{\left\|T^{j}(x+\varepsilon v)\right\|+\left\|T^{j}(x-\varepsilon v)\right\|}{2}\right)^{p} \geq\left(\frac{\left\|T^{j}(2 \varepsilon v)\right\|}{2}\right)^{p} \\
& =\varepsilon^{p}\left\|T^{j} v\right\|^{p} \geq \frac{\varepsilon^{p} r\left(T^{j}\right)^{p}}{j+2}
\end{aligned}
$$

and

$$
\sum_{j=0}^{\infty}\left(\frac{\left\|T^{j}(x+\varepsilon v)\right\|}{r\left(T^{j}\right)}\right)^{p}+\sum_{j=0}^{\infty}\left(\frac{\left\|T^{j}(x-\varepsilon v)\right\|}{r\left(T^{j}\right)}\right)^{p} \geq \sum_{j=0}^{\infty} \frac{\varepsilon^{p}}{j+2}=\infty
$$

Thus either $y=x+\varepsilon v$ or $y=x-\varepsilon v$ satisfies $\|y-x\|=\varepsilon$ and $\sum_{j=0}^{\infty}\left(\frac{\left\|T^{j} y\right\|}{r\left(T^{j}\right)}\right)^{p}=\infty$, so $y \in M_{k}$. Hence $M_{k}$ is dense and $\bigcap_{k} M_{k}$ is residual.

In Theorem 5 we proved an estimate of $\left\|T^{n} x\right\|$ in terms of the norm $\left\|T^{n}\right\|$. It is also possible to construct points $x \in X$ with $\left\|T^{n} x\right\| \geq a_{n} \cdot\left\|T^{n}\right\|$ for all $n$; in this case, however, there is a restriction on the sequence $\left(a_{n}\right)$.
Theorem 14. Let $X, Y$ be Banach spaces, let $\left(T_{n}\right) \subset \mathcal{B}(X, Y)$ be a sequence of operators. Let $\left(a_{n}\right)$ be a sequence of positive numbers such that $\sum_{n=1}^{\infty} a_{n}<\infty$. Then there exists $x \in X$ such that $\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n$.

Moreover, it is possible to choose such an $x$ in each ball in $X$ of radius greater than $\sum_{n=1}^{\infty} a_{n}$.

Proof. Let $u \in X$ and $\varepsilon>0$. We find $x \in X$ such that $\|x-u\| \leq \sum_{n=1}^{\infty} a_{n}+\varepsilon$ and $\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n$.

Without loss of generality we can assume that $T_{n} \neq 0$ for all $n$.
Let $s=\sum_{n=1}^{\infty} a_{n}$ and $a_{n}^{\prime}=\frac{a_{n}}{s+\varepsilon / 2}$. Then $\sum_{n=1}^{\infty} a_{n}^{\prime}<1$. For each $n$ find $y_{n}^{*} \in Y^{*}$ such that $\left\|y_{n}^{*}\right\|=1$ and $\left\|T_{n}^{*} y_{n}^{*}\right\|>\left\|T_{n}^{*}\right\| \cdot \frac{s+\varepsilon / 2}{s+\varepsilon}=\left\|T_{n}\right\| \cdot \frac{s+\varepsilon / 2}{s+\varepsilon}$. Let $x_{n}^{*}=\frac{T_{n}^{*} y_{n}^{*}}{\left\|T_{n}^{*} y_{n}^{*}\right\|}$. Then $\left\|x_{n}^{*}\right\|=1$ for all $n$.

By Theorem A.5.1, there exists $x^{\prime} \in X$ such that $\left\|x^{\prime}-u /(s+\varepsilon)\right\| \leq 1$ and $\left|\left\langle x^{\prime}, x_{n}^{*}\right\rangle\right| \geq a_{n}^{\prime}$ for all $n$. Let $x=(s+\varepsilon) x^{\prime}$. Then $\|x-u\|=(s+\varepsilon)\left\|x^{\prime}-u /(s+\varepsilon)\right\| \leq$ $s+\varepsilon$. Furthermore,

$$
\begin{aligned}
\left\|T_{n} x\right\| & \geq\left|\left\langle T_{n} x, y_{n}^{*}\right\rangle\right|=(s+\varepsilon)\left|\left\langle T_{n} x^{\prime}, y_{n}^{*}\right\rangle\right|=(s+\varepsilon)\left|\left\langle x^{\prime}, T_{n}^{*} y_{n}^{*}\right\rangle\right| \\
& =(s+\varepsilon)\left|\left\langle x^{\prime}, x_{n}^{*}\right\rangle\right| \cdot\left\|T_{n}^{*} y_{n}^{*}\right\| \geq(s+\varepsilon) a_{n}^{\prime} \frac{s+\varepsilon / 2}{s+\varepsilon}\left\|T_{n}\right\|=a_{n}\left\|T_{n}\right\|
\end{aligned}
$$

for all $n$.
Lemma 15. Let $a_{n}>0 \quad(n=1,2, \ldots), \varepsilon>0$ and let $\sum_{n=1}^{\infty} a_{n}<\varepsilon$. Then there exist positive numbers $\beta_{n} \quad(n \in \mathbb{N})$ such that $\beta_{n} \rightarrow \infty$ and $\sum_{n=1}^{\infty} \beta_{n} a_{n}<\varepsilon$.

Proof. Let $\delta=\varepsilon-\sum_{n=1}^{\infty} a_{n}$. For each $k \in \mathbb{N}$ let $n_{k}$ be the smallest number such that $\sum_{i=n_{k}+1}^{\infty} a_{i}<2^{-2 \bar{k}} \delta$.

Let $\beta_{i}=1$ for $1 \leq i \leq n_{1}$ and $\beta_{i}=2^{k} \quad\left(n_{k}<i \leq n_{k+1}\right)$. Then $\beta_{i} \rightarrow \infty$ and

$$
\begin{aligned}
\sum_{i=1}^{\infty} \beta_{i} a_{i} & =\sum_{i=1}^{n_{1}} a_{i}+\sum_{k=1}^{\infty} 2^{k} \sum_{i=n_{k}+1}^{n_{k+1}} a_{i} \leq \sum_{i=1}^{\infty} a_{i}+\sum_{k=1}^{\infty} \sum_{i=n_{k}+1}^{\infty} 2^{k} a_{i} \\
& <\varepsilon-\delta+\sum_{k=1}^{\infty} 2^{-k} \delta=\varepsilon
\end{aligned}
$$

Corollary 16. Let $T \in \mathcal{B}(X)$ satisfy $\sum_{n=1}^{\infty}\left\|T^{n}\right\|^{-1}<\infty$. Then there exists a dense subset of points $x \in X$ such that $\left\|T^{n} x\right\| \rightarrow \infty$.

Proof. Let $u \in X$ and $\varepsilon>0$. Find $n_{0}$ such that $\sum_{n=n_{0}}^{\infty}\left\|T^{n}\right\|^{-1}<\varepsilon$.
Find positive numbers $\beta_{n}$ such that $\beta_{n} \rightarrow \infty$ and $\sum_{n=n_{0}}^{\infty} \frac{\beta_{n}}{\left\|T^{n}\right\|}<\varepsilon$. Let $a_{n}=\frac{\beta_{n}}{\left\|T^{n}\right\|}$. Then $\sum_{n=n_{0}}^{\infty} a_{n}<\varepsilon$. By Theorem 14, there exists $x \in X$ such that $\|x-u\|<\varepsilon$ and $\left\|T^{n} x\right\| \geq a_{n}\left\|T^{n}\right\|=\beta_{n}$ for all $n \geq n_{0}$. Hence $\left\|T^{n} x\right\| \rightarrow \infty$.

Better results can be obtained for Hilbert space operators.
Theorem 17. Let $H, K$ be Hilbert spaces and let $T_{n} \in \mathcal{B}(H, K)$ be a sequence of operators. Let $a_{n}$ be a sequence of positive numbers such that $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$. Let $\varepsilon>0$. Then:
(i) there exists $x \in H$ such that $\|x\| \leq\left(\sum_{n=1}^{\infty} a_{n}^{2}\right)^{1 / 2}+\varepsilon$ and $\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n$;
(ii) there is a dense subset of vectors $x \in H$ such that $\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n$ sufficiently large.

Proof. Without loss of generality we may assume that all operators $T_{n}$ are nonzero.
(i) Let $s=\left(\sum_{n=1}^{\infty} a_{n}^{2}\right)^{1 / 2}$. For each $n$ we find $y_{n} \in K$ with $\left\|y_{n}\right\|=1$ and $\left\|T_{n}^{*} y_{n}\right\|>\frac{s+\varepsilon / 2}{s+\varepsilon}\left\|T_{n}\right\|$. By Theorem A.5.2, there is a $u \in H$ with $\|u\|=1$ and $\left|\left\langle u, \frac{T_{n}^{*} y_{n}}{\left\|T_{n}^{*} y_{n}\right\|}\right\rangle\right| \geq \frac{a_{n}}{s+\varepsilon / 2}$. Let $x=(s+\varepsilon) u$. Then $\|x\|=s+\varepsilon$ and

$$
\begin{aligned}
\left\|T_{n} x\right\| & =(s+\varepsilon)\left\|T_{n} u\right\| \geq(s+\varepsilon)\left|\left\langle T_{n} u, y_{n}\right\rangle\right|=(s+\varepsilon)\left|\left\langle u, T_{n}^{*} y_{n}\right\rangle\right| \\
& \geq a_{n} \frac{s+\varepsilon}{s+\varepsilon / 2}\left\|T_{n}^{*} y_{n}\right\| \geq a_{n}\left\|T^{n}\right\|
\end{aligned}
$$

for all $n \in \mathbb{N}$.
(ii) Let $y \in H, y \neq 0$ and $\varepsilon>0$. We show that there is an $x \in H$ such that $\|x-y\|<\varepsilon$ and $\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n$ sufficiently large.

Without loss of generality we may assume that $\|y\|=1$. Indeed, for general non-zero $y \in H$ replace $y$ by $\frac{y}{\|y\|}$ and the numbers $a_{n}$ by $\frac{a_{n}}{\|y\|}$.

Let $\|y\|=1,0<\varepsilon<1$ and set $\delta=1-\varepsilon^{2} / 2$. Find $n_{0}$ such that

$$
\sum_{n=n_{0}}^{\infty}\left(2 a_{n}\right)^{2}<1-\delta^{2}
$$

For each $n \geq n_{0}$ find $y_{n} \in K$ such that $\left\|y_{n}\right\|=1$ and $\left\|T_{n}^{*} y_{n}\right\| \geq \frac{1}{2}\left\|T_{n}\right\|$. By Theorem A.5.2, there is a $u \in H$ such that $\|u\|=1,|\langle u, y\rangle| \geq \delta$ and

$$
\left|\left\langle u, \frac{T_{n}^{*} y_{n}}{\left\|T_{n}^{*} y_{n}\right\|}\right\rangle\right| \geq 2 a_{n} \quad\left(n \geq n_{0}\right)
$$

Set $x=\frac{\langle y, u\rangle}{\langle\langle y, u\rangle|} \cdot u$. Then $\|x\|=1$ and $\langle x, y\rangle=|\langle u, y\rangle| \geq \delta$. Therefore $\|x-y\|^{2}=$ $\|x\|^{2}+\|y\|^{2}-2 \operatorname{Re}\langle x, y\rangle \leq 2-2 \delta=\varepsilon^{2}$, and so $\|x-y\| \leq \varepsilon$. Finally, for $n \geq n_{0}$ we have

$$
\left\|T_{n} x\right\|=\left\|T_{n} u\right\| \geq\left|\left\langle T_{n} u, y_{n}\right\rangle\right|=\left|\left\langle u, T_{n}^{*} y_{n}\right\rangle\right| \geq 2 a_{n}\left\|T_{n}^{*} y_{n}\right\| \geq a_{n}\left\|T_{n}\right\|
$$

Corollary 18. Let $T \in \mathcal{B}(H)$ be a Hilbert space operator and $\sum_{n=1}^{\infty}\left\|T^{n}\right\|^{-2}<\infty$. Then there exists a dense subset of points $x \in H$ such that $\left\|T^{n} x\right\| \rightarrow \infty$.

Proof. By Lemma 15, there are positive numbers $\beta_{n}$ such that $\beta_{n} \rightarrow \infty$ and $\sum_{n=1}^{\infty} \frac{\beta_{n}}{\left\|T^{n}\right\|^{2}}<\infty$. By Theorem 17, there is a dense subset of vectors $x \in H$ such that

$$
\left\|T^{n} x\right\| \geq \frac{\beta_{n}^{1 / 2}}{\left\|T^{n}\right\|} \cdot\left\|T^{n}\right\|=\beta_{n}^{1 / 2}
$$

for all $n$ sufficiently large. Hence $\left\|T^{n} x\right\| \rightarrow \infty$.
Corollary 19. Let $T \in \mathcal{B}(X)$ satisfy $\sum_{n=1}^{\infty}\left\|T^{n}\right\|^{-1}<\infty$. Then $T$ has a non-trivial closed invariant subset.

If $X$ is a Hilbert space, then it is sufficient to assume that $\sum_{n=1}^{\infty}\left\|T^{n}\right\|^{-2}<\infty$.
Proof. By Corollaries 16 and 18 , there exists $x \in X$ such that $\left\|T^{n} x\right\| \rightarrow \infty$. Hence the set $\left\{T^{x}: n=0,1, \ldots\right\}$ is a non-trivial closed subset invariant for $T$.

Corollary 20. Let $T \in \mathcal{B}(X)$ satisfy $r(T) \neq 1$. Then $T$ has a non-trivial closed invariant subset.

Proof. If $r(T)>1$, then there exists an $x \in X$ with $\left\|T^{n} x\right\| \rightarrow \infty$. If $r(T)<1$, then $\left\|T^{n} x\right\| \rightarrow 0$ for each $x \in X$. In both cases there are non-trivial closed invariant subsets.

The previous results are in some sense the best possible.
Example 21. There exists a Banach space $X$ and an operator $T \in \mathcal{B}(X)$ such that $\left\|T^{n}\right\|=n+1$ for all $n$, but there is no vector $x \in X$ with $\left\|T^{n} x\right\| \rightarrow \infty$.

There exists a Hilbert space operator $T$ such that $\left\|T^{n}\right\|=\sqrt{n+1}$ for all $n$ and there in no vector $x$ with $\left\|T^{n} x\right\| \rightarrow \infty$.

Proof. We construct both operators simultaneously. Let either $p=1$ or $p=2$. Let $\left(e_{k}\right)_{k=1}^{\infty}$ be the standard basis in the space $X=\ell^{p}$. Let $T \in \mathcal{B}(X)$ be the weighted backward shift defined by

$$
T e_{k}= \begin{cases}\left(\frac{k}{k-1}\right)^{1 / p} e_{k-1} & \text { for } k>1 \\ 0 & \text { for } k=1\end{cases}
$$

Hence

$$
\left\|T^{n}\right\|=\prod_{k=2}^{n+1}\left(\frac{k}{k-1}\right)^{1 / p}=(n+1)^{1 / p}
$$

for all $n$. Suppose on the contrary that there is an $x=\sum_{k=1}^{\infty} c_{k} e_{k} \in \ell^{p}$ such that $\|x\|=\left(\sum_{k=1}^{\infty}\left|c_{k}\right|^{p}\right)^{1 / p}=1$ and $\left\|T^{n} x\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Consequently,

$$
\frac{1}{n} \sum_{j=n}^{2 n-1}\left\|T^{j} x\right\|^{p} \rightarrow \infty \quad \text { as } n \rightarrow \infty
$$

Let us estimate the above arithmetic mean. We have

$$
\begin{aligned}
\left\|T^{j} x\right\|^{p} & =\left\|\sum_{k=j+1}^{\infty}\left(\frac{k}{k-j}\right)^{1 / p} c_{k} e_{k-j}\right\|^{p} \\
& =\sum_{k=j+1}^{2 j}\left|c_{k}\right|^{p} \frac{k}{k-j}+\sum_{k=2 j+1}^{\infty}\left|c_{k}\right|^{p} \frac{k}{k-j}
\end{aligned}
$$

where the second sum can be estimated by $2\|x\|^{p} \leq 2$ since $\frac{k}{k-j}<2$ for $k>2 j$. We have

$$
\begin{aligned}
\sum_{j=n}^{2 n-1}\left\|T^{j} x\right\|^{p} & \leq 2 n+\sum_{j=n}^{2 n-1} \sum_{k=j+1}^{2 j}\left|c_{k}\right|^{p} \frac{k}{k-j} \\
& \leq 2 n+\sum_{k=n+1}^{4 n}\left|c_{k}\right|^{p} \sum_{i=1}^{k} \frac{k}{i} \leq 2 n+\sum_{k=n+1}^{4 n}\left|c_{k}\right|^{p} 4 n(1+\log 4 n)
\end{aligned}
$$

and so

$$
2+4(1+\log 4 n) \sum_{k=n+1}^{4 n}\left|c_{k}\right|^{p} \geq \frac{1}{n} \sum_{j=n}^{2 n-1}\left\|T^{j} x\right\|^{p} \rightarrow \infty
$$

Hence, for all $n$ large enough, the left-hand side is greater than 6 , i.e., if we write $s_{n}=\sum_{k=n+1}^{4 n}\left|c_{k}\right|^{p}$, then

$$
s_{n} \geq \frac{1}{1+\log 4 n}
$$

But this is a contradiction since for such an $n$ we have

$$
\begin{aligned}
1 & =\sum_{k=1}^{\infty}\left|c_{k}\right|^{p} \geq s_{n}+s_{4 n}+s_{4^{2} \dot{n}}+s_{4^{3} \cdot n}+\ldots \\
& \geq \sum_{j=1}^{\infty} \frac{1}{1+\log 4^{j} n}=\sum_{j=1}^{\infty} \frac{1}{1+\log n+j \log 4}=\infty .
\end{aligned}
$$

It is also possible to consider orbits that are large in the sense of $\sum \frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|}$.
Theorem 22. Let $X, Y$ be Banach spaces, let $\left(T_{j}\right) \subset \mathcal{B}(X, Y)$ be a sequence of non-zero operators and let $0<p<1$. Then the set

$$
\left\{x \in X: \sum_{j=1}^{\infty}\left(\frac{\left\|T_{j} x\right\|}{\left\|T_{j}\right\|}\right)^{p}=\infty\right\}
$$

is residual in $X$.

Proof. For $k \geq 1$ set

$$
M_{k}=\left\{x \in X: \sum_{j=1}^{\infty}\left(\frac{\left\|T_{j} x\right\|}{\left\|T_{j}\right\|}\right)^{p}>k\right\} .
$$

Clearly, $M_{k}$ is an open subset of $X$. It is sufficient to show that $M_{k}$ is dense. Indeed, the Baire theorem then implies that the intersection $\bigcap_{k} M_{k}=\{x \in X$ : $\left.\sum_{j}\left(\frac{\left\|T_{j} x\right\|}{\left\|T_{j}\right\|}\right)^{p}=\infty\right\}$ is a dense $G_{\delta}$ set.

Fix $x \in X, \delta>0$ and $k \in \mathbb{N}$. We show that there is a $u \in X$ such that $\|u-x\| \leq \delta$ and $u \in M_{k}$.

Let $\varepsilon=\frac{1}{p}-1$. Then $\varepsilon>0$ and $s=\sum_{j=1}^{\infty} \frac{1}{j^{1+\varepsilon}}<\infty$. For $i=1,2, \ldots$ set $\varepsilon_{i}=\frac{\delta}{s i^{1+\varepsilon}}$. So $\sum_{j=1}^{\infty} \varepsilon_{i}=\delta$ and $\sum_{i=1}^{\infty} \varepsilon_{i}^{p}=\left(\frac{\delta}{s}\right)^{p} \sum_{i=1}^{\infty} \frac{1}{i}=\infty$. Fix $n$ such that $\frac{3}{8^{p+1}} \sum_{i=1}^{n} \varepsilon_{i}^{p}>k$.

For $i=1, \ldots, n$ find $u_{i} \in X$ of norm 1 such that $\left\|T_{i} u_{i}\right\| \geq\left\|T_{i}\right\| / 2$. Set

$$
\Lambda=\left\{\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \mathbb{C}^{n}:\left|\lambda_{i}\right| \leq \varepsilon_{i} \quad(i=1, \ldots, n)\right\}
$$

For $\lambda \in \Lambda$ set $x_{\lambda}=x+\sum_{i=1}^{k} \lambda_{i} u_{i}$. Clearly, $\left\|x_{\lambda}-x\right\| \leq \sum_{i=1}^{n} \varepsilon_{i} \leq \delta$ for each $\lambda \in \Lambda$.
For $i=1, \ldots, n$ let $\Lambda_{i}=\left\{\lambda \in \Lambda:\left(\frac{\left\|T_{i} x_{\lambda}\right\|}{\left\|T_{i}\right\|}\right)^{p}<\frac{1}{2}\left(\frac{\varepsilon_{i}}{8}\right)^{p}\right\}$.
Let $1 \leq i \leq n$ and suppose that $\lambda, \lambda^{\prime} \in \Lambda_{i}$ where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ and $\lambda^{\prime}=\left(\lambda_{1}, \ldots, \lambda_{i-1}, \lambda_{i}^{\prime}, \lambda_{i+1}, \ldots, \lambda_{n}\right)$. Then

$$
\begin{aligned}
\left(\frac{\varepsilon_{i}}{8}\right)^{p} & \geq\left(\frac{\left\|T_{i} x_{\lambda}\right\|}{\left\|T_{i}\right\|}\right)^{p}+\left(\frac{\left\|T_{i} x_{\lambda^{\prime}}\right\|}{\left\|T_{i}\right\|}\right)^{p} \geq \max \left\{\frac{\left\|T_{i} x_{\lambda}\right\|}{\left\|T_{i}\right\|}, \frac{\left\|T_{i} x_{\lambda^{\prime}}\right\|}{\left\|T_{i}\right\|}\right\}^{p} \\
& \geq\left(\frac{\left\|T_{i} x_{\lambda}\right\|+\left\|T_{i} x_{\lambda^{\prime}}\right\|}{2\left\|T_{i}\right\|}\right)^{p} \geq\left(\frac{\left\|T_{i}\left(x_{\lambda}-x_{\lambda^{\prime}}\right)\right\|}{2\left\|T_{i}\right\|}\right)^{p} \\
& =\left|\lambda-\lambda^{\prime}\right|^{p}\left(\frac{\left\|T_{i} u_{i}\right\|}{2\left\|T_{i}\right\|}\right)^{p} \geq \frac{\left|\lambda-\lambda^{\prime}\right|^{p}}{4^{p}} .
\end{aligned}
$$

Thus $\left|\lambda-\lambda^{\prime}\right| \leq \frac{\varepsilon_{i}}{2}$.
Consequently, for fixed $\lambda_{1}, \ldots, \lambda_{i-1}, \lambda_{i+1}, \ldots, \lambda_{n}$, the set

$$
\left\{\nu \in \mathbb{C}:\left(\lambda_{1}, \ldots, \lambda_{i-1}, \nu, \lambda_{i+1}, \ldots, \lambda_{n}\right) \in \Lambda_{i}\right\}
$$

is contained in a ball of radius $\frac{\varepsilon_{i}}{2}$.
Let $m$ be the Lebesgue measure in $\mathbb{C}^{n}$. Then $m(\Lambda)=\prod_{i=1}^{n}\left(\pi \varepsilon_{i}^{2}\right)$ and, by the Fubini theorem,

$$
m\left(\Lambda_{i}\right) \leq \pi \frac{\varepsilon_{i}^{2}}{4} \prod_{\substack{1 \leq j \leq n \\ j \neq i}}\left(\pi \varepsilon_{j}^{2}\right)=\frac{m(\Lambda)}{4} .
$$

Set $f(\lambda)=\sum_{i=1}^{n}\left(\frac{\left\|T_{i} x_{\lambda}\right\|}{\left\|T_{i}\right\|}\right)^{p}$. Then

$$
\frac{1}{m(\Lambda)} \int_{\Lambda} f(\lambda) \mathrm{d} m=\frac{1}{m(\Lambda)} \sum_{i=1}^{n} \int\left(\frac{\left\|T_{i} x_{\lambda}\right\|}{\left\|T_{i}\right\|}\right)^{p} \mathrm{~d} m \geq \sum_{i=1}^{n} \frac{\varepsilon_{i}^{p}}{2 \cdot 8^{p}} \frac{3}{4}>k .
$$

Thus there exists $\lambda \in \Lambda$ such that $f(\lambda)>k$, and so $x_{\lambda} \in M_{k}$. Hence $M_{k}$ is dense and the proof is complete.
Corollary 23. Let $T \in \mathcal{B}(X)$ be a non-nilpotent operator and $0<p<1$. Then the set

$$
\left\{x \in X: \sum_{j=0}^{\infty}\left(\frac{\left\|T^{j} x\right\|}{\left\|T^{j}\right\|}\right)^{p}=\infty\right\}
$$

is residual.
The previous result is not true for $p=1$.
Example 24. There are a Banach space $X$ and a non-nilpotent operator $T \in \mathcal{B}(X)$ such that $\sum_{n=0}^{\infty} \frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|}<\infty$ for all $x \in X$.

Proof. Let $X$ be the $\ell^{1}$ space with the standard basis $\left\{e_{0}, e_{1}, \ldots\right\}$. Let $T \in \mathcal{B}(X)$ be the weighted backward shift defined by $T e_{0}=0$ and $T e_{k}=\left(\frac{k+1}{k}\right)^{2} e_{k-1} \quad(k \geq 1)$. For $n \in \mathbb{N}$ we have

$$
T^{n} e_{k}= \begin{cases}0 & (n>k) \\ \frac{(k+1)^{2}}{(k-n+1)^{2}} e_{k-n} & (n \leq k)\end{cases}
$$

and $\left\|T^{n}\right\|=(n+1)^{2}$.
Let $x \in X, x=\sum_{k=0}^{\infty} \alpha_{k} e_{k}$ where $\sum_{k=0}^{\infty}\left|\alpha_{k}\right|<\infty$. Then

$$
\sum_{n=0}^{\infty} \frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|}=\sum_{n=0}^{\infty} \sum_{k=n}^{\infty} \frac{\left|\alpha_{k}\right|(k+1)^{2}}{(n+1)^{2}(k-n+1)^{2}}=\sum_{k=0}^{\infty}\left|\alpha_{k}\right| \sum_{n=0}^{k} \frac{(k+1)^{2}}{(n+1)^{2}(k-n+1)^{2}}
$$

We have

$$
\begin{aligned}
\sum_{n=0}^{k} & \frac{(k+1)^{2}}{(n+1)^{2}(k-n+1)^{2}} \\
& =\sum_{n=0}^{[k / 2]} \frac{(k+1)^{2}}{(n+1)^{2}(k-n+1)^{2}}+\sum_{n=[k / 2]+1}^{k} \frac{(k+1)^{2}}{(n+1)^{2}(k-n+1)^{2}} \\
& \leq \sum_{n=0}^{[k / 2]} \frac{4}{(n+1)^{2}}+\sum_{n=[k / 2]+1}^{k} \frac{4}{(k-n+1)^{2}} \leq 8 \sum_{j=1}^{\infty} \frac{1}{j^{2}}=\frac{4 \pi^{2}}{3}
\end{aligned}
$$

Thus

$$
\sum_{n=0}^{\infty} \frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|} \leq \sum_{k=0}^{\infty}\left|\alpha_{k}\right| \cdot \frac{4 \pi^{2}}{3}=\frac{4\|x\| \pi^{2}}{3}<\infty
$$

It is also possible to construct vectors $x$ in a prescribed infinite-dimensional subspace with all powers $\left\|T^{n} x\right\|$ large.

Recall the quantity $j_{\mu}(T)=\sup \{j(T \mid M): M \subset X, \operatorname{codim} M<\infty\}$, which was studied in Section 24.

Lemma 25. Let $T_{1}, \ldots, T_{k} \in \mathcal{B}(X, Y)$, let $X_{1} \subset X$ be an infinite-dimensional subspace. Let $\varepsilon>0$. Then there exists $x \in X_{1}$ of norm 1 such that $\left\|T_{i} x\right\|>$ $j_{\mu}\left(T_{i}\right)-\varepsilon \quad(i=1, \ldots, k)$.

Proof. For $i=1, \ldots, k$ there is a subspace $M_{i} \subset X$ of finite codimension such that $j\left(T_{i} \mid M_{i}\right)>j_{\mu}\left(T_{i}\right)-\varepsilon$. Let $x$ be any vector of norm 1 in $X_{1} \cap \bigcap_{i=1}^{k} M_{i}$. Then

$$
\left\|T_{i} x\right\| \geq j\left(T \mid M_{i}\right)>j_{\mu}\left(T_{i}\right)-\varepsilon
$$

for all $i=1, \ldots, k$.
Theorem 26. Let $X, Y$ be Banach spaces, let $T_{n} \in \mathcal{B}(X, Y) \quad(n=1,2, \ldots)$, let $\left(a_{n}\right)$ be a sequence of positive numbers such that $\lim _{i \rightarrow \infty} a_{i}=0$ and let $X_{1} \subset X$ be a closed infinite-dimensional subspace. Let $\delta>0$. Then there exists a vector $x \in X_{1}$ with $\|x\| \leq \sup _{i} a_{i}+\delta$ and $\left\|T_{n} x\right\| \geq a_{n} \cdot j_{\mu}\left(T_{n}\right)$ for all $n \in \mathbb{N}$.

Moreover, there is a subset $X_{2}$ dense in $X_{1}$ with the property that for each $x \in X_{2},\left\|T_{n} x\right\| \geq a_{n} j_{\mu}\left(T_{n}\right)$ for all $n$ sufficiently large.

Proof. Without loss of generality we can assume that $a_{1} \geq a_{2} \geq \cdots$. Let $\varepsilon>0$ satisfy $(1-\varepsilon)^{2}\left(a_{1}+\frac{\delta}{2}\right)>a_{1}$. For each $k=0,1, \ldots$ find $r_{k}$ with $a_{r_{k}}<\frac{(1-\varepsilon)^{3} \delta}{2^{k+3}}$. Find $z_{0} \in X_{1}$ such that $\left\|z_{0}\right\|=a_{1}+\delta / 2$ and $\left\|T_{n} z_{0}\right\|>(1-\varepsilon)\left(a_{1}+\delta / 2\right) j_{\mu}\left(T_{n}\right) \quad\left(n \leq r_{0}\right)$.

Let $k \geq 0$ and suppose that $z_{0}, \ldots, z_{k}$ have already been constructed. Let $E_{k}=\bigvee\left\{T_{n} z_{i}: 0 \leq i \leq k, 1 \leq n \leq r_{k+1}\right\}$. Let $M_{k}$ be a subspace of $X$ of finite codimension such that

$$
\|e+m\| \geq(1-\varepsilon) \max \{\|e\|,\|m\| / 2\} \quad(e \in E, m \in M)
$$

Since the space $L_{k}=\bigcap_{i=1}^{k} \bigcap_{n=1}^{r_{k+1}} T_{n}^{-1} M_{i}<\infty$ is of finite codimension, we can choose $z_{k+1} \in X_{1} \cap L_{k}$ such that $\left\|z_{k+1}\right\|=\delta 2^{-(k+2)}$ and

$$
\left\|T_{n} z_{k+1}\right\| \geq(1-\varepsilon) \delta 2^{-(k+2)} j_{\mu}\left(T_{n}\right) \quad\left(1 \leq n \leq r_{k+1}\right)
$$

Set $z=\sum_{i=0}^{\infty} z_{i}$. Then $z \in X_{1}$ and

$$
\|z\| \leq \sum_{i=0}^{\infty}\left\|z_{i}\right\| \leq a_{1}+\delta / 2+\sum_{i=1}^{\infty} \delta 2^{-(i+1)}=a_{1}+\delta
$$

For $n=1, \ldots, r_{0}$ we have

$$
\left\|T_{n} z\right\|=\left\|T_{n} z_{0}+\sum_{i=1}^{\infty} T_{n} z_{i}\right\| \geq(1-\varepsilon)\left\|T_{n} z_{0}\right\|>a_{1} j_{\mu}\left(T_{n}\right) \geq a_{n} j_{\mu}\left(T_{n}\right)
$$

Let $k \geq 0$ and $r_{k}<n \leq r_{k+1}$. Then

$$
\begin{aligned}
\left\|T_{n} z\right\| & =\left\|\sum_{i=0}^{\infty} T_{n} z_{i}\right\| \geq(1-\varepsilon)\left\|\sum_{i=0}^{k+1} T_{n} z_{i}\right\| \\
& \geq \frac{(1-\varepsilon)^{2}}{2}\left\|T_{n} z_{k+1}\right\| \geq \frac{(1-\varepsilon)^{3}}{2} \cdot \frac{\delta}{2^{k+2}} j_{\mu}\left(T_{n}\right) \geq a_{n} \cdot j_{\mu}\left(T_{n}\right) .
\end{aligned}
$$

Thus $\left\|T_{n} x\right\| \geq a_{n} j_{\mu}\left(T_{n}\right)$ for all $n \in \mathbb{N}$.
To show the second statement, let $u \in X_{1}$ and $\varepsilon>0$. Find $n_{0}$ such that $a_{n}<\varepsilon$ for all $n \geq n_{0}$. As in the first part, taking $z_{0}=u$, construct a vector $x \in X_{1}$ with $\|x-u\| \leq \varepsilon$ and $\left\|T_{n} x\right\| \geq a_{n} j_{\mu}\left(T_{n}\right) \quad\left(n \geq n_{0}\right)$.

Corollary 27. Let $T_{n} \in \mathcal{B}(X, Y)$ satisfy that $j_{\mu}\left(T_{n}\right) \rightarrow \infty$. Let $M \subset X$ be a closed infinite-dimensional subspace. Then there exists a dense subset of vectors $x \in M$ such that $\left\|T_{n} x\right\| \rightarrow \infty$.

Proof. There exists a sequence $\left(\beta_{n}\right)$ of positive numbers such that $\beta_{n} \rightarrow 0$ and $\beta_{n} j_{\mu}\left(T_{n}\right) \rightarrow \infty$.

Corollary 28. Let $T \in \mathcal{B}(X)$, let $\inf \left\{|\lambda|: \lambda \in \sigma_{e}(T)\right\}>1$. Let $M \subset X$ be a closed infinite-dimensional subspace. Then there exists a dense subset of vectors $x \in M$ such that $\left\|T^{n} x\right\| \rightarrow \infty$.

Proof. By Theorem 24.14, Corollary 17.10 and Theorem 9.25, $\lim j_{\mu}\left(T^{n}\right)^{1 / n}=$ $\lim _{n \rightarrow \infty} j\left(\tilde{T}^{n}\right)^{1 / n}=\inf \left\{|\lambda|: \lambda \in \sigma_{\pi e}(T)\right\}>1$. Thus $j_{\mu}\left(T^{n}\right) \rightarrow \infty$ and we can apply Corollary 27.

## 38 Hypercyclic vectors

In the last section we studied vectors $x$ with "very regular" orbits $\left(T^{n} x\right)$. In this section we will study the opposite extreme - vectors with very irregular orbits.

Definition 1. Let $T \in \mathcal{B}(X)$ be an operator. A vector $x \in X$ is called hypercyclic for $T$ if the set $\left\{T^{n} x: n \in \mathbb{N}\right\}$ is dense in $X$. An operator $T$ is called hypercyclic if there is a vector hypercyclic for $T$.

The notion has sense only in separable Banach spaces. Clearly, in nonseparable Banach spaces there are no hypercyclic operators.

It is easy to find an operator that has no hypercyclic vectors. For example, if $\|T\| \leq 1$, then all orbits are bounded, and therefore not dense. On the other hand, if $T$ is hypercyclic, then almost all vectors are hypercyclic for $T$.

Theorem 2. Let $T \in \mathcal{B}(X)$ be a hypercyclic operator. Then the set of all vectors $x \in X$ that are hypercyclic for $T$ is a dense $G_{\delta}$ set, and hence residual in $X$.

Proof. Let $x \in X$ be a vector hypercyclic for $T$. For any $n \in \mathbb{N}$, the vector $T^{n} x$ is also hypercyclic for $T$ and therefore the set of all vectors hypercyclic for $T$ is dense in $X$.

Note that the space $X$ is separable. Let $\left(U_{j}\right)$ be a countable base of open sets in $X$. A vector $u \in X$ is hypercyclic for $T$ if and only if it belongs to the set $\bigcap_{j=1}^{\infty}\left(\bigcup_{n=0}^{\infty} T^{-n} U_{j}\right)$, which is a $G_{\delta}$ set.
Lemma 3. Let $T \in \mathcal{B}(X)$ be a hypercyclic operator. Then $\sigma_{p}\left(T^{*}\right)=\emptyset$.
Proof. Suppose on the contrary that $\lambda \in \mathbb{C}$ belongs to the point spectrum of $T^{*}$. Let $x^{*} \in X^{*}$ be a corresponding eigenvector, i.e., $x^{*} \neq 0$ and $T^{*} x^{*}=\lambda x^{*}$.

Let $x \in X$ be a vector hypercyclic for $T$. Then the set $\left\{\left\langle T^{n} x, x^{*}\right\rangle: n=\right.$ $0,1, \ldots\}$ is dense in $\mathbb{C}$. We have

$$
\begin{aligned}
\left\{\left\langle T^{n} x, x^{*}\right\rangle: n=0,1, \ldots\right\} & =\left\{\left\langle x, T^{* n} x^{*}\right\rangle: n=0,1, \ldots\right\} \\
& =\left\{\lambda^{n}\left\langle x, x^{*}\right\rangle: n=0,1, \ldots\right\}
\end{aligned}
$$

The last set is bounded if either $|\lambda| \leq 1$ or $\left\langle x, x^{*}\right\rangle=0$. If $|\lambda|>1$ and $\left\langle x, x^{*}\right\rangle \neq 0$, then $\left|\lambda^{n}\left\langle x, x^{*}\right\rangle\right| \rightarrow \infty$. So the set $\left\{\lambda^{n}\left\langle x, x^{*}\right\rangle: n=0,1, \ldots\right\}$ cannot be dense in $\mathbb{C}$, which is a contradiction.

Corollary 4. Let $\operatorname{dim} X<\infty$. Then there are no hypercyclic operators acting in $X$.
Theorem 5. Let $T \in \mathcal{B}(X)$ be a hypercyclic operator. Then there exists a dense linear manifold $M \subset X$ such that each non-zero vector $x \in M$ is hypercyclic for $T$.

Proof. Let $x \in X$ be a vector hypercyclic for $T$. Let

$$
M=\{q(T) x: q \text { a polynomial }\}
$$

Clearly $M$ is a dense linear manifold since it contains the orbit $\left\{T^{n} x: n=\right.$ $0,1, \ldots\}$. We show that $q(T) x$ is hypercyclic for $T$ for each non-zero polynomial $q$.

Write $q(z)=\beta\left(z-\alpha_{1}\right) \cdots\left(z-\alpha_{n}\right)$, where $n \geq 0, \alpha_{1}, \ldots, \alpha_{n}$ are the roots of $q$ and $\beta \neq 0$. Since $\sigma_{p}\left(T^{*}\right)=\emptyset$, the operators $T-\alpha_{i}$ have dense ranges. Hence $q(T)$ has also dense range. We have

$$
\left\{T^{n} q(T) x: n=0,1, \ldots\right\}=q(T)\left\{T^{n} x: n=0,1, \ldots\right\}
$$

which is dense in $X$, since $\left\{T^{n} x: n=0,1, \ldots\right\}$ is dense in $X$.
Hypercyclic vectors seem to be very strange and exceptional but in fact they are quite common. The next theorem provides a criterion for hypercyclicity of an operator.

Theorem 6. Let $X$ be a separable Banach space. Let $T \in \mathcal{B}(X)$. Suppose that there exists an increasing sequence of positive integers $\left(n_{k}\right)$ such that the following two conditions are satisfied:
(i) there exists a dense subset $X_{0} \subset X$ such that $\lim _{k \rightarrow \infty} T^{n_{k}} x=0 \quad\left(x \in X_{0}\right)$;
(ii) $\overline{\bigcup_{k} T^{n_{k}} B_{X}}=X$.

Then $T$ is hypercyclic.
Proof. To simplify the notation we write for short $T_{k}=T^{n_{k}} \quad(k \in \mathbb{N})$. We first show that for all $c>0$ and $k_{0} \in \mathbb{N}$ we have $\overline{\bigcup_{k \geq k_{0}} T_{k}\left(c B_{X}\right)}=X$. Let $u \in X, u \neq 0$ and $\varepsilon>0, \varepsilon<\min \{c,\|u\|\}$. Choose $s>\varepsilon^{-1}\|u\|+\max \left\{\left\|T_{i}\right\|: 1 \leq i<k_{0}\right\}$. Find $v \in B_{X}$ and $k \in \mathbb{N}$ such that $\left\|T_{k} v-\frac{s u}{\|u\|}\right\|<1$. For $k<k_{0}$ we have $\left\|T_{k} v-\frac{s u}{\|u\|}\right\| \geq$ $s-\left\|T_{k} v\right\|>\varepsilon^{-1}\|u\|>1$. Thus $k \geq k_{0}$ and $\left\|T_{k}\left(\frac{v\|u\|}{s}\right)-u\right\|<\frac{\|u\|}{s}<\varepsilon$. Further, $\frac{v\|u\|}{s} \in c B_{X}$.

We now show that $T$ is hypercyclic. Let $\left(x_{i}\right)_{i=1}^{\infty}$ be a sequence dense in $X$; without loss of generality we can assume that each member of the sequence appears in the sequence infinitely many times.

We construct vectors $u_{k} \in X_{0}$ and an increasing sequence $s_{k} \quad(k \in \mathbb{N})$ of positive integers. Set formally $s_{0}=0$.

Let $k \geq 1$ and suppose that the vectors $u_{1}, \ldots, u_{k-1} \in X_{0}$ and numbers $s_{0}<s_{1}<\cdots<s_{k-1}$ have already been constructed. Since $u_{1}, \ldots, u_{k-1} \in X_{0}$, there exists $m \in \mathbb{N}$ such that $\left\|T_{j} u_{i}\right\|<\frac{1}{2^{i+k}} \quad(j \geq m, i=1, \ldots, k-1)$. Find $s_{k}>\max \left\{m, s_{k-1}\right\}$ and $u_{k} \in X_{0}$ such that

$$
\left\|u_{k}\right\|<\frac{1}{2^{k} \max \left\{1,\left\|T_{s_{1}}\right\|, \ldots,\left\|T_{s_{k-1}}\right\|\right\}}
$$

and

$$
\left\|T_{s_{k}} u_{k}-x_{k}\right\|<\frac{1}{2^{k}}
$$

Set $u=\sum_{i=1}^{\infty} u_{i}$. Clearly, the series is convergent. Further,

$$
\begin{aligned}
\left\|T_{s_{k}} u-x_{k}\right\| & \leq \sum_{i=1}^{k-1}\left\|T_{s_{k}} u_{i}\right\|+\left\|T_{s_{k}} u_{k}-x_{k}\right\|+\sum_{i=k+1}^{\infty}\left\|T_{s_{k}} u_{i}\right\| \\
& <\sum_{i=1}^{k-1} \frac{1}{2^{i+k}}+\frac{1}{2^{k}}+\sum_{i=k+1}^{\infty} \frac{1}{2^{i}} \leq 3 \cdot 2^{-k}
\end{aligned}
$$

Since each $x_{k}$ is contained in the sequence $\left(x_{i}\right)$ infinitely many times, $u$ is a hypercyclic vector.

The last criterion is usually easy to apply. For example, it implies easily the hypercyclicity of the operator $T=2 S$, where $S$ is the backward shift, see Example 37.4.

In the same way it is possible to obtain the hypercyclicity of any weighted backward shift with weights $w_{i}$ which satisfy $\sup _{n}\left(w_{1} \cdots w_{n}\right)=\infty$.

It was a longstanding open problem whether there are hypercyclic operators that do not satisfy the conditions of Theorem 6. The problem has several equivalent formulations. The simplest formulation is whether there exists a hypercyclic operator $T \in \mathcal{B}(X)$ such that $T \oplus T \in \mathcal{B}(X \oplus X)$ is not hypercyclic. The problem was solved recently by $[\mathrm{DeR}]$, see also $[\mathrm{BaM}]$, where such an operator was constructed in any space $\ell^{p} \quad(1 \leq p<\infty)$ or $c_{0}$.

Theorem 7. Let $X$ be a separable Banach space and let $T \in \mathcal{B}(X)$. Then $T$ is hypercyclic if and only if, for all non-empty open sets $U, V \subset X$, there exists $n \in \mathbb{N}$ such that $T^{n} U \cap V \neq \emptyset$.

Proof. Suppose that $T$ is hypercyclic and let $U, V$ be non-empty open subsets of $X$. Since the set of all hypercyclic vectors is dense, there is an $x \in U$ hypercyclic for $T$. Therefore there is an $n \in \mathbb{N}$ such that $T^{n} x \in V$, and so $T^{n} U \cap V \neq \emptyset$.

Conversely, suppose that $T^{n} U \cap V \neq \emptyset$ for all non-empty open subsets $U, V$ of $X$. Let $\left(U_{j}\right)$ be a countable basis of open subsets of $X$. For each $j$ let $M_{j}=$ $\bigcup_{n \in \mathbb{N}} T^{-n} U_{j}$. Clearly, $M_{j}$ is open. We show that it is also dense.

Let $y \in X$ and $\varepsilon>0$. By assumption, there are $n \in \mathbb{N}$ and $x \in X,\|x-y\|<\varepsilon$ such that $T^{n} x \in U_{j}$. Thus $x \in M_{j}$ and $M_{j}$ is dense.

By the Baire category theorem, $\bigcap_{j} M_{j}$ is non-empty and clearly each vector in $\bigcap_{j} M_{j}$ is hypercyclic for $T$.

For $T \in \mathcal{B}(X)$ and $x \in X$ write $\operatorname{Orb}(T, x)=\left\{T^{n} x: n=0,1, \ldots\right\}$. For $y \in X$ and $\varepsilon>0$ denote by $B(y, \varepsilon)=\{u \in X:\|u-y\|<\varepsilon\}$ the open ball with center $y$ and radius $\varepsilon$.

Theorem 8. Let $T \in \mathcal{B}(X), d>0$ and let $x \in X$ satisfy that for each $y \in X$ there is an $n \in \mathbb{N}$ with $\left\|T^{n} x-y\right\|<d$. Then $T$ is hypercyclic.

Proof. Clearly, $X$ is separable. Further, $\operatorname{dim} X=\infty$ (if $\operatorname{dim} X<\infty$, then consider the Jordan form of $T$ ). Let $U, V$ be non-empty open subsets of $X$. We show that $T^{n} U \cap V \neq \emptyset$ for some $n \in \mathbb{N}$.

Choose $u \in U, v \in V$ and $\varepsilon>0$ such that $\{y \in X:\|y-u\|<\varepsilon\} \subset U$ and $\{y \in X:\|y-v\|<\varepsilon\} \subset V$.

Let $x^{\prime}=\frac{\varepsilon x}{3 d}$. We show first that the set $\operatorname{Orb}\left(T, x^{\prime}\right)$ intersects each open ball with radius $\varepsilon / 3$. If $y \in X$, then there is an $n$ such that $\left\|T^{n} x-\frac{3 d y}{\varepsilon}\right\|<d$. Therefore $\left\|T^{n} x^{\prime}-y\right\|<\frac{\varepsilon}{3 d}\left\|T^{n} x-\frac{3 d y}{\varepsilon}\right\|<\frac{\varepsilon}{3}$.

Next we show that $\operatorname{Orb}\left(T, x^{\prime}\right)$ intersects each ball with radius $\varepsilon$ in an infinite set. Suppose on the contrary that there is a $y \in X$ such that the set $\left\{n:\left\|T^{n} x^{\prime}-y\right\|<\varepsilon\right\}$ is finite. Since the ball $B\left(y, \frac{2 \varepsilon}{3}\right)$ cannot be covered by a finite number of balls of radii $\frac{\varepsilon}{3}$ by Proposition 24.4 , there is a $y_{1} \in B\left(y, \frac{2 \varepsilon}{3}\right)$ such that $\operatorname{dist}\left\{y_{1}, \operatorname{Orb}\left(T, x^{\prime}\right)\right\} \geq \frac{\varepsilon}{3}$. Thus $\operatorname{Orb}\left(T, x^{\prime}\right) \cap B\left(y_{1}, \varepsilon / 3\right)=\emptyset$, a contradiction.

Therefore there exist $n_{1}, n_{2} \in \mathbb{N}$ such that $T^{n_{1}} x^{\prime} \in B(u, \varepsilon) \subset U, n_{2}>n_{1}$ and $T^{n_{2}} x^{\prime} \in B(v, \varepsilon) \subset V$. Hence $T^{n_{2}-n_{1}} T^{n_{1}} x^{\prime} \in V$, and so $T^{n_{2}-n_{1}} U \cap V \neq \emptyset$. By Theorem $7, T$ is hypercyclic.

Theorem 9. Let $T \in \mathcal{B}(X)$ and $x \in X$. Suppose that $\overline{\operatorname{Orb}(T, x)}$ has non-empty interior. Then $x$ is hypercyclic for $T$.

Proof. Write $F=\overline{\operatorname{Orb}(T, x)}$ and let $U$ be the interior of $F$. Without loss of generality we can assume that $x \in U$. Indeed, there exists $n_{0}$ such that $T^{n_{0}} x \in U$. Clearly, the interiors of the sets $\overline{\operatorname{Orb}\left(T, T^{n_{0}} x\right)}$ and $\overline{\operatorname{Orb}(T, x)}$ are equal and the hypercyclicity of $x$ is equivalent to the hypercyclicity of $T^{n_{0}} x$.

We prove the statement in several steps.
(a) $\sigma_{p}\left(T^{*}\right)=\emptyset$ and $q(T)$ has dense range for each non-zero polynomial $q$.

Proof. Suppose on the contrary that $\lambda \in \sigma_{p}\left(T^{*}\right)$. Let $x^{*}$ be a corresponding eigenvector of $T^{*}$. Then $\left\{\left\langle T^{n} x, x^{*}\right\rangle: n=0,1, \ldots\right\}^{-}$has non-empty interior in $\mathbb{C}$. However,

$$
\left|\left\langle T^{n} x, x^{*}\right\rangle\right|=\left|\left\langle x, T^{* n} x^{*}\right\rangle\right|=\left|\lambda^{n}\right| \cdot\left|\left\langle x, x^{*}\right\rangle\right|
$$

and this sequence either converges to zero (for $|\lambda|<1$ ), or is constant (for $|\lambda|=1$ or $\left\langle x, x^{*}\right\rangle=0$ ), or tends to infinity (for $|\lambda|>1$ and $\left\langle x, x^{*}\right\rangle \neq 0$ ). So the closure $\left\{\left\langle T^{n} x, x^{*}\right\rangle: n=0,1, \ldots\right\}^{-}$cannot have non-empty interior. Hence $\sigma_{p}\left(T^{*}\right)=\emptyset$ and $T-\lambda$ has dense range for each $\lambda \in \mathbb{C}$.

If $q$ is a non-zero polynomial, then $q(T)$ can be written as a product of a finite number of operators with dense range. Hence $q(T)$ has also dense range.
(b) The set $\{q(T) x:\{q$ a polynomial $\}$ is dense in $X$.

Proof. The set $\{q(T) x: q \text { a polynomial }\}^{-}$is a closed subspace of $X$ containing $\overline{\operatorname{Orb}(T, x)}$ which has non-empty interior. Note that the only closed subspace of $X$ with non-empty interior is the whole space $X$.
(c) $T(X \backslash U) \subset X \backslash U$.

Proof. Suppose on the contrary that there is a $y \in X \backslash U$ such that $T y \in U$. Without loss of generality we can assume that $y \notin F$. Indeed, if $y \in F \backslash U$, then $y \in \partial F$ and we can replace $y$ by a vector $y^{\prime} \notin F$ close enough to $y$ such that still $T y^{\prime} \in U$.

Since the set $\{q(T) x: q$ a polynomial $\}$ is dense in $X$, we can change $y^{\prime}$ slightly to obtain a polynomial $q$ such that $q(T) x \notin F$ and $T q(T) x \in U$.

Since $U \subset F$ and $T F \subset F$, we have $\overline{\operatorname{Orb}(T, T q(T) x)} \subset F$. However, $\operatorname{Orb}(T, T q(T) x)=\left\{q(T) T^{n} x: n=1,2, \ldots\right\}$. For $n \geq 1$ we have $q(T) T^{n} x=$ $T^{n} q(T) x \in F$. Since $x$ is a limit point of $\left\{T^{n} x: n \geq 1\right\}$, by continuity of $q(T)$ we get $q(T) x \in F$, a contradiction.
(d) Let $q$ be a non-zero polynomial. Then $q(T) x \notin \partial U$.

Proof. Suppose on the contrary that $q(T) x \in \partial U \subset F$. Let $\mathcal{P}$ be the set of all polynomials $p$ such that $p(T) x \in X \backslash F$. Then $\{p(T) x: p \in \mathcal{P}\}^{-}=\overline{X \backslash F}=X \backslash U$. Let $M=U \cup\{p(T) x: p \in \mathcal{P}\}$. Clearly $\bar{M}=X$.

Since $q(T)$ has dense range, we have $\overline{q(T) M}=X$. Each point in $U$ is a limit of $\left\{T^{n} x: n=0,1, \ldots\right\}$. We have $q(T) T^{n} x=T^{n} q(T) x \subset T^{n}(X \backslash U) \subset X \backslash U$. Thus $q(T) U \subset X \backslash U$.

Let $p \in \mathcal{P}$. We have

$$
\begin{aligned}
q(T) p(T) x & =p(T) q(T) x \in p(T) F=p(T)\left\{T^{n} x: n=0,1, \ldots\right\}^{-} \\
& \subset\left\{T^{n} p(T) x: n=0,1, \ldots\right\}^{-} \subset X \backslash U
\end{aligned}
$$

Hence $q(T) M \subset X \backslash U$, a contradiction.
(e) $x$ is hypercyclic for $T$.

Proof. The set $\{p(T) x: p$ a non-zero polynomial $\}$ is connected, contains points of $U$ (e.g., $x$ ) and contains no boundary points of $U$. Therefore

$$
\{p(T) x: p \text { a non-zero polynomial }\} \subset U
$$

and

$$
F=\bar{U} \supset\{p(T) x: p \text { a non-zero polynomial }\}^{-}=X
$$

Hence $x$ is hypercyclic for $T$.
Corollary 10. Let $T \in \mathcal{B}(X), k \in \mathbb{N}$. Suppose that $T$ is $k$-hypercyclic, i.e., there are vectors $x_{1}, x_{2}, \ldots, x_{k} \in X$ such that $\bigcup_{i=1}^{k} \operatorname{Orb}\left(T, x_{i}\right)$ is dense in $X$. Then $T$ is hypercyclic.
Proof. We have $X=\overline{\bigcup_{i=1}^{k} \operatorname{Orb}\left(T, x_{i}\right)}=\bigcup_{i=1}^{k} \overline{\operatorname{Orb}\left(T, x_{i}\right)}$. By the Baire category theorem, there is a $j, 1 \leq j \leq k$ such that $\overline{\operatorname{Orb}\left(T, x_{j}\right)}$ has non-empty interior. By Theorem $9, x_{j}$ is hypercyclic for $T$.

Corollary 11. Let $T \in \mathcal{B}(X)$ be a hypercyclic operator. Then for every positive $n$, the operator $T^{n}$ is also hypercyclic. Moreover, $T$ and $T^{n}$ share the same collection of hypercyclic vectors.
Proof. Let $x$ be hypercyclic for $T$. We have $\operatorname{Orb}(T, x)=\bigcup_{j=0}^{n-1} \operatorname{Orb}\left(T^{n}, T^{j} x\right)$ and as above, there is a $k, 0 \leq k \leq n-1$ such that $\overline{\operatorname{Orb}\left(T^{n}, T^{k} x\right)}$ has non-empty interior. By Theorem $9, T^{k} x$ is hypercyclic for $T^{n}$. Since $T$ has dense range, the set $T^{n-k} \operatorname{Orb}\left(T^{n}, T^{k} x\right)=\operatorname{Orb}\left(T^{n}, T^{n} x\right)$ is also dense. So $T^{n} x$ is hypercyclic for $T^{n}$, and so $x$ is also hypercyclic for $T^{n}$.

Let $T \in \mathcal{B}(X)$ and let $x \in X$ be a hypercyclic vector for $T$. Then $x$ is also hypercyclic for $-T$. Indeed,

$$
\operatorname{Orb}(-T, x) \supset\left\{(-T)^{2 n} x: n=0,1, \ldots\right\}=\operatorname{Orb}\left(T^{2}, x\right)
$$

which is dense by Corollary 11.
Similarly, one can show that $x$ is hypercyclic for each operator $\lambda T$, where $\lambda=e^{2 \pi i t}$ with $t$ rational, $0 \leq t<1$. The next result shows that in fact $x$ is hypercyclic for each operator $\lambda T$ with $|\lambda|=1$.

It is easy to show that in general $x$ is not hypercyclic for $\lambda T$ if $|\lambda| \neq 1$.

Theorem 12. Let $T \in \mathcal{B}(X)$ be a hypercyclic operator and let $\lambda \in \mathbb{C},|\lambda|=1$. Then $\lambda T$ is also hypercyclic. Moreover, $T$ and $\lambda T$ share the same collection of hypercyclic vectors.
Proof. For $u, v \in X$ set

$$
F_{u, v}=\{\mu \in \mathbb{T}: \mu v \in \overline{\operatorname{Orb}(\lambda T, u)}\} .
$$

Clearly $F_{u, v}$ is a closed subset of the unit circle $\mathbb{T}=\{\mu \in \mathbb{C}:|\mu|=1\}$.
The proof will be done in several steps:
(a) Let $u \in X$ be hypercyclic for $T$. Then $F_{u, v} \neq \emptyset$ for all $v \in X$.

Proof. There is a sequence $\left(n_{k}\right)$ of positive integers such that $T^{n_{k}} u \rightarrow v$. Passing to a subsequence if necessary, we can assume that $\left(\lambda^{n_{k}}\right)$ is convergent, $\lambda^{n_{k}} \rightarrow \mu$ for some $\mu \in \mathbb{T}$. Then

$$
\left\|(\lambda T)^{n_{k}} u-\mu v\right\| \leq\left\|(\lambda T)^{n_{k}} u-\lambda^{n_{k}} v\right\|+\left\|\left(\lambda^{n_{k}}-\mu\right) v\right\| \rightarrow 0
$$

Thus $\mu \in F_{u, v}$.
(b) Let $u, v, w \in X, \mu_{1} \in F_{u, v}$ and $\mu_{2} \in F_{v, w}$. Then $\mu_{1} \mu_{2} \in F_{u, w}$.

Proof. Let $\varepsilon>0$. There exist $n_{1} \in \mathbb{N}$ with $\left\|(\lambda T)^{n_{1}} v-\mu_{2} w\right\|<\varepsilon / 2$ and $n_{2} \in \mathbb{N}$ such that $\left\|(\lambda T)^{n_{2}} u-\mu_{1} v\right\|<\frac{\varepsilon}{2\left\|T^{n_{1}}\right\|}$. Then

$$
\left\|(\lambda T)^{n_{1}+n_{2}} u-\mu_{1} \mu_{2} w\right\| \leq\left\|(\lambda T)^{n_{1}}\left((\lambda T)^{n_{2}} u-\mu_{1} v\right)\right\|+\left\|\mu_{1}\left((\lambda T)^{n_{1}} v-\mu_{2} w\right)\right\|<\varepsilon
$$

Hence $\mu_{1} \mu_{2} \in F_{u, w}$.
Let $x \in X$ be a fixed vector hypercyclic for $T$. By (a) and (b), $F_{x, x}$ is a non-empty closed subsemigroup of the unit circle $\mathbb{T}$.

Suppose first that $F_{x, x}=\mathbb{T}$. Then (a) and (b) imply that $F_{x, y}=\mathbb{T}$ for each $y \in X$. In particular, $1 \in F_{x, y}$, and so $y \in \overline{\operatorname{Orb}(\lambda T, x)}$ for all $y \in X$. Hence $x$ is hypercyclic for $\lambda T$.

In the following we shall assume that $F_{x, x} \neq \mathbb{T}$. We show that this assumption leads to a contradiction.
(c) There exists $k \in \mathbb{N}$ such that $F_{x, x}=\left\{e^{2 \pi i j / k}: j=0,1, \ldots, k-1\right\}$.

Proof. Let $s=\inf \left\{t>0: e^{2 \pi i t} \in F_{x, x}\right\}$. Clearly, $s>0$, since otherwise $F_{x, x}$ would be dense in $\mathbb{T}$. We have $e^{2 \pi i s} \in F_{x, x}$. Let $k=\min \{n \in \mathbb{N}: n s \geq 1\}$. If $k s>1$, then $e^{2 \pi i(k s-1)} \in F_{x, x}$ and $0<k s-1<s$, a contradiction with the definition of $s$. Hence $k s=1$ and

$$
F_{x, x} \supset\left\{e^{2 \pi i j / k}: j=0,1, \ldots, k-1\right\}
$$

If there is an $\mu \in F_{x, x} \backslash\left\{e^{2 \pi i j / k}: j=0,1, \ldots, k-1\right\}$, then $\mu=e^{2 \pi i t}$ and $j_{0} / k<t<\left(j_{0}+1\right) / k$ for some $j_{0}, 0 \leq j_{0} \leq k-1$. Then $\mu \cdot e^{-2 \pi i j_{0} / k}=$ $e^{2 \pi i\left(t-j_{0} / k\right)} \in F_{x, x}$ where $0<t-j_{0} / k<1 / k=s$, which is again a contradiction with the definition of $s$.

Thus $F_{x, x}=\left\{e^{2 \pi i j / k}: j=0,1, \ldots, k-1\right\}$.
(d) Let $y \in X$ be a vector hypercyclic for $T$. Then there exists $\mu_{y} \in \mathbb{T}$ such that $F_{x, y}=\left\{\mu_{y} e^{2 \pi i j / k}: j=0,1, \ldots, k-1\right\}$.
Proof. By (a), there are $\mu \in F_{x, y}$ and $\alpha \in F_{y, x}$. By (b), we have $\mu F_{x, x} \subset F_{x, y}$ and $\alpha F_{x, y} \subset F_{x, x}$. In particular, $\operatorname{card} F_{x, y}=\operatorname{card} F_{x, x}$ and $F_{x, y}=\mu F_{x, x}=\left\{\mu e^{2 \pi i j / k}:\right.$ $j=0,1, \ldots, k-1\}$.

By the proof of Theorem 5, each non-zero vector $y$ in the subspace generated by $x$ and $T x$ is hypercyclic for $T$. For such a $y$ define $f(y)=\mu^{k}$ where $\mu$ is any element of $F_{x, y}$. Clearly the function $f$ is well defined by (d).
(e) $f$ is a continuous function.

Proof. Suppose on the contrary that there exist non-zero vectors $u_{n}, u \in \bigvee\{x, T x\}$ such that $u_{n} \rightarrow u$ and $f\left(u_{n}\right) \nrightarrow f(u)$. Without loss of generality we can assume that the sequence $\left(f\left(u_{n}\right)\right)$ converges to some $\alpha \in \mathbb{T}, \alpha \neq f(u)$. Let $\mu_{n} \in F_{x, u_{n}}$. Passing to a subsequence if necessary we can assume that $\mu_{n} \rightarrow \mu$ for some $\mu \in \mathbb{T}$. Then $\mu_{n} u_{n} \in \overline{\operatorname{Orb}(\lambda T, x)}$ and $\mu_{n} u_{n} \rightarrow \mu u$. So we have $\mu u \in \overline{\operatorname{Orb}(\lambda T, x)}$ and $\mu \in F_{x, u}$. Hence $\alpha=\lim f\left(u_{n}\right)=\lim \mu_{n}^{k}=\mu^{k}=f(u)$, a contradiction. Hence $f$ is continuous on the set $\bigvee\{x, T x\} \backslash\{0\}$.

Proof of Theorem 12. Since $x$ is hypercyclic for $T$, the vectors $x$ and $T x$ are linearly independent.

Let $g: \overline{\mathbb{D}} \rightarrow \mathbb{T}$ be the function defined by $g(z)=f(z x+(1-|z|) T x)$. Clearly $g$ is continuous. For all $z$ satisfying $|z|=1$ we have $F_{x, z x}=z^{-1} F_{x, x}$ and $g(z)=f(z x)=z^{-k} f(x)=z^{-k}$. It is well known that such a function $g$ cannot exist, see, e.g., $[\mathrm{R}]$, Theorem 10.40. Indeed, the function $g$ would provide a homotopy between the constant path $\gamma_{1}:\langle 0,2 \pi\rangle \rightarrow \mathbb{T}$ defined by $\gamma_{1}(t)=g(0)$ and the path $\gamma_{2}:\langle 0,2 \pi\rangle \rightarrow \mathbb{T}$ given by $\gamma_{2}(t)=g\left(e^{i t}\right)=e^{-k i t}$, which has the winding number $-k$.

Thus $F_{x, x}=\mathbb{T}$ and the set $\operatorname{Orb}(\lambda T, x)$ is dense in $X$.

## 39 Weak orbits

By a weak orbit of an operator $T \in \mathcal{B}(X)$ we mean a sequence of the form $\left(\left\langle T^{j} x, x^{*}\right\rangle\right)_{j=0}^{\infty}$, where $x \in X$ and $x^{*} \in X^{*}$.

Some results concerning orbits also remain true for weak orbits. An example is the statement of Theorem 37.5.

Theorem 1. Let $T$ be an operator on a Banach space $X$, let $\left(a_{n}\right)_{n \geq 0}$ be a sequence of positive numbers such that $a_{n} \rightarrow 0$. Then the set of all pairs $\left(x, x^{*}\right) \in X \times X^{*}$ such that

$$
\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq a_{n}\left\|T^{n}\right\| \quad \text { for infinitely many powers } n
$$

is residual in $X \times X^{*}$.

In particular, the set $\left\{\left(x, x^{*}\right) \in X \times X^{*}: \limsup _{n \rightarrow \infty}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{1 / n}=r(T)\right\}$ is residual in $X \times X^{*}$.

Proof. For $k \in \mathbb{N}$ set $M_{k}=\left\{\left(x, x^{*}\right) \in X \times X^{*}:\right.$ there exists $n \geq k$ such that $\left.\left|\left\langle T^{n} x, x^{*}\right\rangle\right|>a_{n}\left\|T^{n}\right\|\right\}$.

Clearly, $M_{k}$ is an open subset of $X \times X^{*}$. We prove that $M_{k}$ is dense. Let $x \in$ $X, x^{*} \in X^{*}$ and $\varepsilon>0$. Choose $n \geq k$ such that $a_{n}<\varepsilon^{2}$. There is a vector $u \in X$ of norm 1 such that $\left\|T^{n} u\right\|>\frac{a_{n}}{\varepsilon^{2}}\left\|T^{n}\right\|$. Let $u^{*} \in X^{*}$ satisfy $\left\|u^{*}\right\|=1$ and $\left\langle T^{n} u, u^{*}\right\rangle=\left\|T^{n} u\right\|$. We have

$$
\begin{aligned}
& \left|\left\langle T^{n}(x+\varepsilon u), x^{*}+\varepsilon u^{*}\right\rangle\right|+\left|\left\langle T^{n}(x+\varepsilon u), x^{*}-\varepsilon u^{*}\right\rangle\right| \\
& \quad+\left|\left\langle T^{n}(x-\varepsilon u), x^{*}+\varepsilon u^{*}\right\rangle\right|+\left|\left\langle T^{n}(x-\varepsilon u), x^{*}-\varepsilon u^{*}\right\rangle\right| \\
& \geq \mid\left\langle T^{n}(\varepsilon u+x), \varepsilon u^{*}+x^{*}\right\rangle+\left\langle T^{n}(\varepsilon u+x), \varepsilon u^{*}-x^{*}\right\rangle \\
& \quad+\left\langle T^{n}(\varepsilon u-x), \varepsilon u^{*}+x^{*}\right\rangle+\left\langle T^{n}(\varepsilon u-x), \varepsilon u^{*}-x^{*}\right\rangle \mid \\
& =\left|4\left\langle T^{n} \varepsilon u, \varepsilon u^{*}\right\rangle\right|=4 \varepsilon^{2}\left\|T^{n} u\right\|>4 a_{n}\left\|T^{n}\right\| .
\end{aligned}
$$

Thus there is a pair
$\left(y, y^{*}\right) \in\left\{\left(x+\varepsilon u, x^{*}+\varepsilon u^{*}\right),\left(x+\varepsilon u, x^{*}-\varepsilon u^{*}\right),\left(x-\varepsilon u, x^{*}+\varepsilon u^{*}\right),\left(x-\varepsilon u, x^{*}-\varepsilon u^{*}\right)\right\}$
such that $\left|\left\langle T^{n} y, y^{*}\right\rangle\right|>a_{n}\left\|T^{n}\right\|$. Hence $\left(y, y^{*}\right) \in M_{k}$ and $M_{k}$ is dense in $X \times X^{*}$.
By the Baire category theorem, the intersection $M=\bigcap_{k=1}^{\infty} M_{k}$ is a residual subset of $X \times X^{*}$ and all pairs $\left(y, y^{*}\right) \in M$ satisfy $\left|\left\langle T^{n} y, y^{*}\right\rangle\right|>a_{n}\left\|T^{n}\right\|$ for infinitely many powers $n$.

In particular, for $a_{n}=n^{-1}$ we obtain that

$$
\limsup _{n \rightarrow \infty}\left|\left\langle T^{n} y, y^{*}\right\rangle\right|^{1 / n} \geq \limsup _{n \rightarrow \infty}\left(\frac{\left\|T^{n}\right\|}{n}\right)^{1 / n}=r(T)
$$

for all pairs $\left(y, y^{*}\right)$ in a residual subset of $X \times X^{*}$.
The analogy of Theorem 37.8 for weak orbits is not true. If $T \in \mathcal{B}(X)$ and $a_{n}>0, a_{n} \rightarrow 0$, then in general it is not possible to find $x \in X$ and $x^{*} \in X^{*}$ such that $\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq a_{n} r\left(T^{n}\right)$ for all $n$, cf. C.39.4. However, it is possible to prove some weaker results.

We start with the following lemma:
Lemma 2. Let $X$ be a Banach space, $T \in \mathcal{B}(X), r_{e}(T)=1, n_{0} \in \mathbb{N}, \varepsilon>0, m \in \mathbb{N}$. Then there are numbers $n_{0}<n_{1}<\cdots<n_{m}$ such that in each subspace $M \subset X$ of finite codimension there exists a vector $x \in M$ of norm 1 with $\left\|T^{n_{j}} x-x\right\| \leq$ $\varepsilon(j=1,2, \ldots, m)$.

Proof. Let $\lambda \in \sigma_{e}(T),|\lambda|=1$. Then $\lambda \in \partial \sigma_{e}(T) \subset \sigma_{\pi e}(T)$. Find $s \in \mathbb{N}$ such that $s>n_{0}$ and $\left|\lambda^{s}-1\right| \leq \varepsilon / 2 m$. Then

$$
\left|\lambda^{s j}-1\right|=\left|\lambda^{s}-1\right| \cdot\left|\lambda^{s(j-1)}+\lambda^{s(j-2)}+\cdots+1\right| \leq \varepsilon / 2
$$

for $j=1,2, \ldots, m$. Let $x \in M$ be a vector of norm 1 satisfying $\left\|T^{s j} x-\lambda^{s j} x\right\| \leq$ $\varepsilon / 2 \quad(j=1, \ldots, m)$. Then $\left\|T^{s j} x-x\right\| \leq\left\|T^{s j} x-\lambda^{s j} x\right\|+\left\|\lambda^{s j} x-x\right\| \leq \varepsilon$.

Theorem 3. Let $X$ be a Banach space, $T \in \mathcal{B}(X)$ and let $\left(a_{j}\right)_{j \geq 1}$ be a sequence of positive numbers with $a_{j} \rightarrow 0$. Then there exist $x \in X, x^{*} \in X^{*}$ and an increasing sequence $\left(n_{j}\right)$ of positive integers such that

$$
\operatorname{Re}\left\langle T^{n_{j}} x, x^{*}\right\rangle \geq a_{j} \cdot r(T)^{n_{j}}
$$

for all $j \geq 1$.
Proof. Without loss of generality we can assume that $r(T)=1$ and that $1>a_{0} \geq$ $a_{1} \geq \cdots$. We distinguish two cases:
(a) Suppose that there are $x \in X, x^{*} \in X^{*}$ and $c>0$ such that $\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq$ $c$ for infinitely many powers $n$ (i.e., $T^{n}$ does not tend to 0 in the weak operator topology).

Then

$$
\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \leq \sqrt{2} \cdot \max \left\{\operatorname{Re}\left\langle T^{n} x, x^{*}\right\rangle, \operatorname{Re}\left\langle T^{n} x, i x^{*}\right\rangle, \operatorname{Re}\left\langle T^{n} x,-x^{*}\right\rangle, \operatorname{Re}\left\langle T^{n} x,-i x^{*}\right\rangle\right\} .
$$

Thus there are $c_{1}>0$ and $x_{1}^{*} \in X^{*}$ such that $\operatorname{Re}\left\langle T^{n} x, x_{1}^{*}\right\rangle \geq c_{1}$ for infinitely many powers $n$. Hence we get the statement of Theorem 3 for a suitable multiple of $x_{1}^{*}$.
(b) Suppose that $\left\langle T^{n} x, x^{*}\right\rangle \rightarrow 0$ for all $x \in X, x^{*} \in X^{*}$.

Using the uniform boundedness theorem twice yields that $M:=\sup \left\{\left\|T^{n}\right\|\right.$ : $n=0,1, \ldots\}<\infty$. The assumption also implies that there are no eigenvalues of modulus 1 , and so $r_{e}(T)=1$. Let $s=8 M$. Find numbers $m_{k} \in \mathbb{N}$ such that $0=m_{0}<m_{1}<m_{2}<\cdots$ and

$$
a_{j} \leq \frac{1}{16 s^{2 k}} \quad\left(k \geq 0, j>m_{k}\right)
$$

We construct inductively sequences $\left(u_{k}\right)_{k \geq 0} \subset X,\left(u_{k}^{*}\right)_{k \geq 0} \subset X^{*}$ and an increasing sequence of positive integers $\left(n_{j}\right)$ in the following way:

Set $u_{0}=0$ and $u_{0}^{*}=0$. Let $k \geq 0$ and suppose that vectors $u_{0}, \ldots, u_{k} \in X$, $u_{0}^{*}, \ldots, u_{k}^{*} \in X^{*}$ and numbers $n_{1}, \ldots, n_{m_{k}}$ have already been constructed. Write $x_{k}=\sum_{i=1}^{k} \frac{u_{i}}{s^{i-1}}$ and $x_{k}^{*}=\sum_{i=1}^{k} \frac{u_{i}^{*}}{s^{i-1}}$. Find $q_{k}$ such that $\left|\left\langle T^{j} x_{k}, x_{k}^{*}\right\rangle\right| \leq \frac{1}{16 s^{2 k}} \quad(j \geq$ $q_{k}$ ). Find numbers $n_{m_{k}+1}, \ldots, n_{m_{k+1}}$ satisfying the properties of Lemma 2 for $\varepsilon=1 / 16$ such that

$$
\max \left\{n_{m_{k}}, q_{k}\right\}<n_{m_{k}+1}<n_{m_{k}+2}<\cdots<n_{m_{k+1}}
$$

Let $E_{k}=\bigvee\left\{T^{n_{j}} u_{i}: 0 \leq i \leq k, 0 \leq j \leq m_{k+1}\right\}$. By Lemma 37.6, there exists a subspace $Y_{k}$ of finite codimension such that

$$
\|e+y\| \geq \max \{\|e\| / 2,\|y\| / 4\} \quad\left(e \in E_{k}, y \in Y_{k}\right)
$$

Let $u_{k+1} \in Y_{k} \cap \perp\left(\bigvee\left\{T^{* n_{j}} u_{i}^{*}: 1 \leq i \leq k, 0 \leq j \leq m_{k+1}\right\}\right)$ be a vector of norm 1 such that

$$
\left\|T^{n_{j}} u_{k+1}-u_{k+1}\right\|<1 / 16 \quad\left(m_{k}<j \leq m_{k+1}\right)
$$

Find $u_{k+1}^{*} \in E_{k}^{\perp}$ such that $\left\|u_{k+1}^{*}\right\|=1$ and

$$
\left\langle u_{k+1}, u_{k+1}^{*}\right\rangle=\operatorname{dist}\left\{u_{k+1}, E_{k}\right\} \geq 1 / 4
$$

Note that $\left\langle T^{n_{j}} u_{i}, u_{k+1}^{*}\right\rangle=0$ and $\left\langle T^{n_{j}} u_{k+1}, u_{i}^{*}\right\rangle=0$ for all $i \leq k$ and $j \leq m_{k+1}$.
Continue the inductive construction, and set finally $x=\sum_{i=1}^{\infty} \frac{u_{i}}{s^{i-1}}$ and $x^{*}=$ $\sum_{i=1}^{\infty} \frac{u_{i}^{*}}{s^{i-1}}$.

To show that $x, x^{*}$ and the sequence $\left(n_{j}\right)$ satisfy the properties required, let $k \geq 0$ and $m_{k}<j \leq m_{k+1}$. We have

$$
\begin{aligned}
& \operatorname{Re}\left\langle T^{n_{j}} x, x^{*}\right\rangle=\operatorname{Re}\left\langle T^{n_{j}}\left(x_{k}+\sum_{i=k}^{\infty} \frac{u_{i+1}}{s^{i}}\right), x_{k}^{*}+\sum_{i=k}^{\infty} \frac{u_{i+1}^{*}}{s^{i}}\right\rangle \\
& \quad=\operatorname{Re}\left\langle T^{n_{j}} x_{k}, x_{k}^{*}\right\rangle+\frac{1}{s^{2 k}} \operatorname{Re}\left\langle T^{n_{j}} u_{k+1}, u_{k+1}^{*}\right\rangle+\sum_{i=k+1}^{\infty} \frac{1}{s^{2 i}} \operatorname{Re}\left\langle T^{n_{j}} u_{i+1}, u_{i+1}^{*}\right\rangle \\
& \quad \geq-\frac{1}{16 s^{2 k}}+\frac{1}{s^{2 k}}\left(\operatorname{Re}\left\langle u_{k+1}, u_{k+1}^{*}\right\rangle-\operatorname{Re}\left\langle u_{k+1}-T^{n_{j}} u_{k+1}, u_{k+1}^{*}\right\rangle\right)-\sum_{i=k+1}^{\infty} \frac{M}{s^{2 i}} \\
& \quad \geq \frac{1}{s^{2 k}}\left(-\frac{1}{16}+\frac{1}{4}-\frac{1}{16}-\frac{2 M}{s^{2}}\right) \geq \frac{1}{16 s^{2 k}} \geq a_{j}
\end{aligned}
$$

Corollary 4. Let $X$ be a Banach space, let $T \in \mathcal{B}(X), 0<p<\infty, r(T) \neq 0$. Then the set

$$
\left\{\left(x, x^{*}\right) \in X \times X^{*}: \sum_{n=0}^{\infty}\left(\frac{\left|\left\langle T^{n} x, x^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right)^{p}=\infty\right\}
$$

is residual in $X \times X^{*}$.
Proof. For $k \in \mathbb{N}$ set

$$
M_{k}=\left\{\left(x, x^{*}\right) \in X \times X^{*}: \sum_{n=0}^{\infty}\left(\frac{\left|\left\langle T^{n} x, x^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right)^{p}>k\right\} .
$$

Clearly $M_{k}$ is open in $X \times X^{*}$. To show that $M_{k}$ is dense, let $x \in X, x^{*} \in X^{*}$ and $\varepsilon>0$. By the previous theorem for a suitable sequence $\left(a_{n}\right)$, there are $u \in X$ and
$u^{*} \in X^{*}$ such that $\sum_{n=0}^{\infty}\left(\frac{\left|\left\langle T^{n} u, u^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right)^{p}=\infty$. We can assume that $\|u\|<\varepsilon$ and $\left\|u^{*}\right\|<\varepsilon$. Since

$$
\begin{aligned}
&\left(\frac{\left|\left\langle T^{n} u, u^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right)^{p}= \left\lvert\, \frac{\left\langle T^{n}(u+x), u^{*}+x^{*}\right\rangle}{4 r\left(T^{n}\right)}+\frac{\left\langle T^{n}(u+x), u^{*}-x^{*}\right\rangle}{4 r\left(T^{n}\right)}\right. \\
&+\frac{\left\langle T^{n}(u-x), u^{*}+x^{*}\right\rangle}{4 r\left(T^{n}\right)}+\left.\frac{\left\langle T^{n}(u-x), u^{*}-x^{*}\right\rangle}{4 r\left(T^{n}\right)}\right|^{p} \\
& \leq \max \left\{\frac{\left|\left\langle T^{n}(u+x), u^{*}+x^{*}\right\rangle\right|}{r\left(T^{n}\right)}, \frac{\left|\left\langle T^{n}(u+x), u^{*}-x^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right. \\
&\left.\frac{\left|\left\langle T^{n}(u-x), u^{*}+x^{*}\right\rangle\right|}{r\left(T^{n}\right)}, \frac{\left|\left\langle T^{n}(u-x), u^{*}-x^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right\}^{p}
\end{aligned}
$$

we have that $\sum_{n=0}^{\infty}\left(\frac{\left|\left\langle T^{n} y, y^{*}\right\rangle\right|}{r\left(T^{n}\right)}\right)^{p}=\infty$ for at least one pair

$$
\left(y, y^{*}\right) \in\left\{\left(x+u, x^{*}+u^{*}\right),\left(x+u, x^{*}-u^{*}\right),\left(x-u, x^{*}+u^{*}\right),\left(x-u, x^{*}-u^{*}\right)\right\} .
$$

Thus $M_{k}$ is dense in $X \times X^{*}$ and

$$
M=\bigcap_{k} M_{k}=\left\{\left(x, x^{*}\right) \in X \times X^{*}: \sum_{n=0}^{\infty}\left(\frac{\left|\left\langle T^{n} x, x^{*}\right\rangle\right|}{r(T)^{n}}\right)^{p}=\infty\right\}
$$

is residual in $X \times X^{*}$.
The following result is analogous to Theorem 37.14.
Theorem 5. Let $X, Y$ be Banach spaces, let $\left(T_{n}\right) \subset \mathcal{B}(X, Y)$ be a sequence of operators. Let $a_{n}>0, \sum_{n=1}^{\infty} a_{n}^{1 / 2}<\infty$. Then there are $x \in X, y^{*} \in Y^{*}$ such that $\mid\left\langle T^{n} x, y^{*}\right\rangle \geq a_{n}\left\|T^{n}\right\|$ for all $n$. Moreover, given balls $B \subset X, B^{\prime} \subset Y^{*}$ of radii grater than $\sum_{n=1}^{\infty} a_{n}^{1 / 2}$ then it is possible to find $x \in B$ and $y^{*} \in B^{\prime}$.
Proof. Let $s=\sum_{n=1}^{\infty} a_{n}^{1 / 2}$. Let $u \in X, v^{*} \in Y^{*}$ and $\varepsilon>0$. We find $x \in X, y^{*} \in Y^{*}$ such that $\|x-u\| \leq s+\varepsilon,\left\|y^{*}-v^{*}\right\| \leq s+\varepsilon$ and $\left|\left\langle T_{n} x, y^{*}\right\rangle\right| \geq a_{n}\left\|T_{n}\right\|$ for all $n$.

Without loss of generality we may assume that $T_{n} \neq 0$ for all $n$. For $n \in \mathbb{N}$ let $a_{n}^{\prime}=\frac{a_{n}}{(s+\varepsilon / 2)^{2}}$. Then $\sum_{n=1}^{\infty} a_{n}^{\prime 1 / 2}<1$.

For $n \in \mathbb{N}$ find $x_{n} \in X$ such that $\left\|x_{n}\right\|=1$ and $\left\|T_{n} x\right\| \geq \frac{s+\varepsilon / 2}{s+\varepsilon}\left\|T_{n}\right\|$. By Theorem A.5.1 applied to $X^{*}$, there exists $y^{\prime *} \in Y^{*}$ such that $\left\|y^{\prime *}-\frac{v^{*}}{s+\varepsilon}\right\| \leq 1$ and

$$
\left|\left\langle\frac{T_{n} x_{n}}{\left\|T_{n} x_{n}\right\|}, y^{\prime *}\right\rangle\right| \geq a_{n}^{\prime 1 / 2}
$$

for all $n$.
Applying Theorem A.5.1 again to the functionals $\frac{T_{n}^{*} y^{\prime *}}{\left\|T_{n}^{*} y^{\prime *}\right\|}$, we obtain $x^{\prime} \in X$ such that $\left\|x^{\prime}-\frac{u}{s+\varepsilon}\right\| \leq 1$ and $\left.\left|\left\langle x^{\prime}, \frac{T_{n}^{*} y^{\prime *}}{\| T_{n}^{*} y^{\prime *}}\right\rangle\right\rangle \right\rvert\, \geq a_{n}^{\prime 1 / 2}$ for all $n$. Set $x=(s+\varepsilon) x^{\prime}$
and $y^{*}=(s+\varepsilon) y^{\prime *}$. Then $\|x-u\| \leq s+\varepsilon$ and $\left\|y^{*}-v^{*}\right\| \leq s+\varepsilon$. For $n \in \mathbb{N}$ we have

$$
\begin{aligned}
\left|\left\langle T_{n} x, y^{*}\right\rangle\right| & =(s+\varepsilon)^{2}\left|\left\langle x^{\prime}, T_{n}^{*} y^{\prime *}\right\rangle\right| \geq(s+\varepsilon)^{2} a_{n}^{\prime} 1 / 2
\end{aligned}\left\|T_{n}^{*} y^{\prime *}\right\| .
$$

Corollary 6. Let $X, Y$ be Banach spaces, $T_{n} \in \mathcal{B}(X, Y), \sum_{n=1}^{\infty}\left\|T_{n}\right\|^{-1 / 2}<\infty$. Then there exist $x \in X$ and $y^{*} \in Y^{*}$ such that $\left|\left\langle T_{n} x, y^{*}\right\rangle\right| \rightarrow \infty$. Moreover, the set of such pairs $\left(x, y^{*}\right)$ is dense in $X \times Y^{*}$.
Proof. Let $u \in X, v^{*} \in Y^{*}, \varepsilon>0$. By Lemma 37.15, we can find positive numbers $\beta_{n}$ such that $\beta_{n} \rightarrow \infty$ and $s=\sum_{n=1}^{\infty} \frac{\beta_{n}}{\left\|T_{n}\right\|^{1 / 2}}<\infty$.

Find $n_{0}$ such that $\sum_{n=n_{0}}^{\infty} \beta_{n}\left\|T_{n}\right\|^{-1 / 2}<\varepsilon$. By Theorem 5, there are $x \in X$ and $y^{*} \in X^{*}$ such that $\|x-u\|<\varepsilon,\left\|y^{*}-v^{*}\right\|<\varepsilon$ and

$$
\left|\left\langle T^{n} x, y^{*}\right\rangle\right| \geq \frac{\beta_{n}^{2}}{\left\|T^{n}\right\|} \cdot\left\|T_{n}\right\|=\beta_{n}^{2}
$$

for all $n \geq n_{0}$. Hence $\left|\left\langle T^{n} x, y^{*}\right\rangle\right| \rightarrow \infty$.
Corollary 7. Let $X$ be a Banach space, let $T \in \mathcal{B}(X)$. Then the set

$$
\left\{\left(x, x^{*}\right) \in X \times X^{*}: \liminf _{n \rightarrow \infty}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{1 / n}=r(T)\right\}
$$

is dense in $X \times X^{*}$. In particular, there is a dense subset $L$ of $X \times X^{*}$ with the property that the limit $\lim _{n \rightarrow \infty}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{1 / n}$ exists and is equal to $r(T)$ for each pair $\left(x, x^{*}\right) \in L$.
Proof. Let $u \in X, u^{*} \in X^{*}$ and $\varepsilon>0$. Find $n_{0}$ such that $\sum_{n=n_{0}}^{\infty} n^{-3 / 2}<\varepsilon$. By Theorem 5, there are $x \in X$ and $x^{*} \in X^{*}$ such that $\|x-u\|<\varepsilon,\left\|x^{*}-u^{*}\right\|<\varepsilon$ and

$$
\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq n^{-3}\left\|T^{n}\right\|
$$

for all $n$ sufficiently large. Then

$$
\lim _{n \rightarrow \infty}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{1 / n} \geq \lim _{n \rightarrow \infty} n^{-3 / n}\left\|T^{n}\right\|^{1 / n}=r(T)
$$

So $\lim _{n \rightarrow \infty}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{1 / n}=r(T)$.
Better results are true for Hilbert space operators.
Theorem 8. Let $H, K$ be Hilbert spaces, let $\left(T_{n}\right) \subset \mathcal{B}(H, K)$ be a sequence of operators. Let $a_{n}>0, \sum_{n=1}^{\infty} a_{n}<\infty$. Then:
(i) there are $x \in H, y \in K$ such that $\mid\left\langle T^{n} x, y\right\rangle \geq a_{n}\left\|T^{n}\right\|$ for all $n$.
(ii) there is a dense subset of pairs $(x, y) \in H \times H$ such that $\left|\left\langle T^{n} x, y\right\rangle\right| \geq a_{n}\left\|T_{n}\right\|$ for all $n$ sufficiently large.

Proof. (i) By Theorem 37.17, there exists $x \in H$ such that $\left\|T_{n} x\right\| \geq a_{n}^{1 / 2}\left\|T_{n}\right\|$ for all $n \in \mathbb{N}$. By Theorem A.5.2, there is an $y \in H$ such that

$$
\left|\left\langle\frac{T_{n} x}{\left\|T_{n} x\right\|}, y\right\rangle\right| \geq a_{n}^{1 / 2}
$$

for all $n \in \mathbb{N}$. Then $\left|\left\langle T_{n} x, y\right\rangle\right| \geq a_{n}^{1 / 2}\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|$ for all $n \in \mathbb{N}$.
(ii) Let $u \in H, v \in K$ and $\varepsilon>0$. By Theorem 37.17 (ii), there exists $x \in H$, $\|x-u\|<\varepsilon$ such that $\left\|T_{n} x\right\| \geq a_{n}^{1 / 2}\left\|T_{n}\right\|$ for all $n$ sufficiently large.

Consider the operators $y \mapsto\left\langle T_{n} x, y\right\rangle$ from $K$ to $\mathbb{C}$. Using Theorem 37.17 (ii) again, there exists $y \in K$ such that $\|y-v\|<\varepsilon$ and

$$
\left|\left\langle T_{n} x, y\right\rangle\right| \geq a_{n}^{1 / 2}\left\|T_{n} x\right\| \geq a_{n}\left\|T_{n}\right\|
$$

for all $n$ large enough.
Corollary 9. Let $H$ be a Hilbert space, $T \in \mathcal{B}(H), \sum_{n=1}^{\infty}\left\|T^{n}\right\|^{-1}<\infty$. Then there exist $x, y \in H$ such that $\left|\left\langle T^{n} x, y\right\rangle\right| \rightarrow \infty$. Moreover, the set of such pairs $(x, y)$ is dense in $H \times K$.

Proof. By Lemma 37.15, there are $\beta_{n} \rightarrow \infty$ such that $\sum_{n=1}^{\infty} \frac{\beta_{n}}{\left\|T^{n}\right\|}<\infty$. By Theorem 8 , there is a dense subset of pairs $(x, y) \in H \times H$ such that

$$
\left|\left\langle T^{n} x, y\right\rangle\right| \geq \frac{\beta_{n}}{\left\|T^{n}\right\|} \cdot\left\|T^{n}\right\|=\beta_{n}
$$

for all $n$ large enough. Hence $\left|\left\langle T^{n} x, y\right\rangle\right| \rightarrow \infty$.
Theorem 10. Let $X, Y$ be Banach spaces, let $T_{1}, T_{2}, \ldots$ be a sequence of non-zero operators from $X$ to $Y$ and let $0<p<1 / 2$. Then the set

$$
\left\{\left(x, y^{*}\right) \in X \times Y^{*}: \sum_{j=1}^{\infty}\left(\frac{\left|\left\langle T_{j} x, y^{*}\right\rangle\right|}{\left\|T_{j}\right\|}\right)^{p}=\infty\right\}
$$

is residual in $X \times Y^{*}$.
If $X, Y$ are Hilbert spaces, then the same statement is true for all $p, 0<p<1$.
Proof. For $k \geq 1$ set

$$
M_{k}=\left\{\left(x, y^{*}\right) \in X \times Y^{*}: \sum_{j=1}^{\infty}\left(\frac{\left|\left\langle T_{j} x, y^{*}\right\rangle\right|}{\left\|T_{j}\right\|}\right)^{p}>k\right\} .
$$

Clearly, $M_{k}$ is an open subset of $X$. It is sufficient to show that $M_{k}$ is dense. Indeed, by the Baire theorem, the intersection $\bigcap_{k} M_{k}=\left\{\left(x, y^{*}\right) \in X \times Y^{*}\right.$ : $\left.\sum_{j}\left(\frac{\left|\left\langle T_{j} x, y^{*}\right\rangle\right|}{\left\|T_{j}\right\|}\right)^{p}=\infty\right\}$ is a dense $G_{\delta}$ subset of $X \times Y^{*}$.

Fix $u \in X, v^{*} \in Y^{*}, \delta>0$ and $k \in \mathbb{N}$. Let $\varepsilon=\frac{1-2 p}{p}$ and $a_{n}=\frac{1}{n^{2+\varepsilon}}$. Then $\varepsilon>0$ and $\sum_{n} a_{n}^{1 / 2}<\infty$. Let $n_{0}$ satisfy $\sum_{n=n_{0}}^{\infty} a_{n}^{1 / 2}<\delta$. By Theorem 5, there exist $u \in X, v^{*} \in Y^{*}$ such that $\|x-u\| \leq \delta,\left\|y^{*}-v^{*}\right\| \leq \delta$ and $\left|\left\langle T_{n} x, y^{*}\right\rangle\right| \geq a_{n}\left\|T_{n}\right\|$ for all $n \geq n_{0}$. Then

$$
\sum_{n=1}^{\infty}\left(\frac{\left|\left\langle T_{n} x, y^{*}\right\rangle\right|}{\left\|T_{n}\right\|}\right)^{p} \geq \sum_{n=n_{0}}^{\infty} a_{n}^{p}=\sum_{n=n_{0}}^{\infty} \frac{1}{n}=\infty
$$

Hence $\left(x, y^{*}\right) \in M_{k}$ and $M_{k}$ is dense in $X \times Y^{*}$.
The statement for Hilbert space operators can be proved similarly.
We finish this section with an important partial case in which the statement analogous to Theorem 37.8 is true for weak orbits. For simplicity we formulate it only for Hilbert space operators; for Banach space analogy see C.39.4.

An operator $T \in \mathcal{B}(X)$ is called power bounded if $\sup _{n}\left\|T^{n}\right\|<\infty . T$ is of class $C_{0}$. if $\left\|T^{n} x\right\| \rightarrow 0$ for all $x \in X$. $T$ is of class $C_{1}$. if there is no non-zero $x \in X$ with $\left\|T^{n} x\right\| \rightarrow 0 . T$ is of class $C_{.0}\left(C_{\cdot 1}\right)$ if $T^{*}$ is of class $C_{0}$. $\left(C_{1}.\right)$. Finally, $T$ is of class $C_{\alpha \beta} \quad(\alpha, \beta=0,1)$ if $T$ is both of class $C_{\alpha}$. and $C_{. \beta}$. We start with the following lemma.

Lemma 11. Let $K \geq 1$. Then there exist positive numbers $c_{i} \quad(i \in \mathbb{N})$ such that $\sum_{i=1}^{\infty} c_{i}^{2}=1$ and $\sum_{i=k+1}^{\infty} c_{i}^{2}>3 K c_{k}$ for all $k \geq 1$.

Proof. Note first that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} k^{2 / 3} \sum_{i=k+1}^{\infty} i^{-4 / 3}=\infty \tag{1}
\end{equation*}
$$

Indeed, we have $\sum_{i=k+1}^{\infty} i^{-4 / 3} \geq \int_{k+1}^{\infty} x^{-4 / 3} \mathrm{~d} x=3(k+1)^{-1 / 3}$, and so

$$
\lim _{k \rightarrow \infty} k^{2 / 3} \sum_{i=k+1}^{\infty} i^{-4 / 3} \geq \lim _{k \rightarrow \infty} \frac{3 k^{2 / 3}}{(k+1)^{1 / 3}}=\infty
$$

By (1), there exists $k_{0}$ such that

$$
\begin{equation*}
k^{2 / 3} \sum_{i=k+1}^{\infty} i^{-4 / 3}>3 K\left(\sum_{i=1}^{\infty} i^{-4 / 3}\right)^{1 / 2} \tag{2}
\end{equation*}
$$

for all $k \geq k_{0}$. For $j \in \mathbb{N}$ set

$$
c_{j}=\left(j+k_{0}\right)^{-2 / 3}\left(\sum_{i=k_{0}+1}^{\infty} i^{-4 / 3}\right)^{-1 / 2} .
$$

Then $\sum_{i=1}^{\infty} c_{i}^{2}=1$. Let $k \geq 1$. Then, by (2),

$$
\begin{aligned}
\sum_{i=k+1}^{\infty} c_{i}^{2} & =\frac{\sum_{i=k+1}^{\infty}\left(k_{0}+i\right)^{-4 / 3}}{\sum_{i=k_{0}+1}^{\infty} i^{-4 / 3}}>\frac{3 K\left(\sum_{i=1}^{\infty} i^{-4 / 3}\right)^{1 / 2}}{\sum_{i=k_{0}+1}^{\infty} i^{-4 / 3}} \cdot\left(k+k_{0}\right)^{-2 / 3} \\
& \geq \frac{3 K\left(k+k_{0}\right)^{-2 / 3}}{\left(\sum_{i=k_{0}+1}^{\infty} i^{-4 / 3}\right)^{1 / 2}}=3 K c_{k}
\end{aligned}
$$

The next result is an analogy of Theorem 37.8.
Theorem 12. Let $T$ be an operator of class $C_{0}$. acting on a Hilbert space $H$ such that $1 \in \sigma(T)$. Let $\left(a_{n}\right)_{n=1}^{\infty}$ be a sequence of positive numbers such that $\lim _{n \rightarrow \infty} a_{n}=0$ and $\sup a_{n}<1$. Then there exists $x \in H$ of norm 1 such that $\operatorname{Re}\left\langle T^{n} x, x\right\rangle>a_{n}$ for all $n \geq 1$.

Proof. By the Banach-Steinhaus theorem, $T$ is power bounded. Let $K=\sup _{n}\left\|T^{n}\right\|$. Clearly $K \geq 1$ and $r(T)=1$.

Suppose first that $1 \notin \sigma_{e}(T)$. Then 1 is an eigenvalue of $T$ and there exists $x \in H$ of norm 1 such that $T x=x$. Then $\operatorname{Re}\left\langle T^{n} x, x\right\rangle=1$ for all $n$.

Let $1 \in \sigma_{e}(T)$. Then $1 \in \partial \sigma_{e}(T)$, and so $T-I$ is not upper semi-Fredholm, see Proposition 19.1. Consequently, for all $\varepsilon>0$ and $M \subset H$ with $\operatorname{codim} M<\infty$ there exists $u \in M$ of norm 1 such that $\|T u-u\|<\varepsilon$. Moreover, given $n_{0} \in \mathbb{N}$, we also can find $v \in M$ of norm 1 such that $\left\|T^{j} v-v\right\|<\varepsilon$ for all $j \leq n_{0}$.

Replacing the numbers $a_{n}$ by $\sup \left\{a_{i}: i \geq n\right\}$ we can assume without loss of generality that $1>a_{1} \geq a_{2} \geq \cdots$. By Lemma 11 , there are positive numbers $c_{i}$ such that $\sum_{i=1}^{\infty} c_{i}^{2}=1$ and $\sum_{i=k+1}^{\infty} c_{i}^{2}>3 K c_{k}$ for all $k \geq 1$.

For $i=1,2, \ldots$ let $\delta_{i}$ be a positive number satisfying $\delta_{i}<\frac{1-a_{1}}{2^{i}}$ and $\delta_{i}<$ $\min \left\{\frac{K c_{k}}{i \cdot 2^{i-k+1}}: k=1, \ldots, i+1\right\}$.

Find $m_{0} \in \mathbb{N}$ such that $a_{m_{0}}<\sum_{i=2}^{\infty} c_{i}^{2}-3 K c_{1}$. We construct inductively an increasing sequence $\left(m_{i}\right)_{i=0}^{\infty}$ of positive integers and a sequence $\left(x_{i}\right)_{i=1}^{\infty} \subset H$ in the following way:

Let $k \in \mathbb{N}$ and suppose that $x_{i} \in H$ and $m_{i}$ have already been constructed for all $i<k$. Choose $x_{k} \in X$ of norm 1 such that

$$
x_{k} \perp T^{j} x_{i} \quad\left(i<k, 0 \leq j \leq m_{k-1}\right) \quad \text { and } \quad\left\|T^{j} x_{k}-x_{k}\right\|<\delta_{k} \quad\left(j \leq m_{k-1}\right)
$$

Find $m_{k}>m_{k-1}$ such that

$$
\left\|T^{j} x_{i}\right\|<\delta_{k} \quad\left(i \leq k, j \geq m_{k}\right)
$$

and

$$
a_{m_{k}}<\sum_{i=k+2}^{\infty} c_{i}^{2}-3 K c_{k+1}
$$

Suppose that $x_{i}$ and $m_{i}$ have been constructed in the above-described way. Set $x=\sum_{i=1}^{\infty} c_{i} x_{i}$. Since $\left(x_{i}\right)$ is an orthonormal sequence, we have

$$
\|x\|=\left(\sum_{i=1}^{\infty} c_{i}^{2}\right)^{1 / 2}=1
$$

For $n \leq m_{0}$ we have

$$
\begin{aligned}
& \operatorname{Re}\left\langle T^{n} x, x\right\rangle=\operatorname{Re} \sum_{i=1}^{\infty} c_{i}\left\langle T^{n} x_{i}, x\right\rangle=\operatorname{Re} \sum_{i=1}^{\infty} c_{i}\left(\left\langle x_{i}, x\right\rangle-\left\langle x_{i}-T^{n} x_{i}, x\right\rangle\right) \\
& \quad \geq \sum_{i=1}^{\infty} c_{i}^{2}-\sum_{i=1}^{\infty} c_{i}\left\|x_{i}-T^{n} x_{i}\right\| \geq 1-\sum_{i=1}^{\infty} c_{i} \delta_{i}>1-\sum_{i=1}^{\infty} \frac{1-a_{1}}{2^{i}}=a_{1} \geq a_{n}
\end{aligned}
$$

Let $k \geq 1$ and $m_{k-1}<n \leq m_{k}$. Then

$$
\begin{aligned}
& \operatorname{Re}\left\langle T^{n} x, x\right\rangle=\operatorname{Re} \sum_{i=1}^{k-1} c_{i}\left\langle T^{n} x_{i}, x\right\rangle+\operatorname{Re} c_{k}\left\langle T^{n} x_{k}, x\right\rangle+\operatorname{Re} \sum_{i=k+1}^{\infty} c_{i}\left\langle T^{n} x_{i}, x\right\rangle \\
& \quad \geq-\sum_{i=1}^{k-1} c_{i}\left\|T^{n} x_{i}\right\|-K c_{k}+\operatorname{Re} \sum_{i=k+1}^{\infty} c_{i}\left(\left\langle x_{i}, x\right\rangle-\left\langle x_{i}-T^{n} x_{i}, x\right\rangle\right) \\
& \quad \geq-\sum_{i=1}^{k-1} c_{i} \delta_{k-1}-K c_{k}+\sum_{i=k+1}^{\infty} c_{i}^{2}-\sum_{i=k+1}^{\infty} c_{i}\left\|x_{i}-T^{n} x_{i}\right\| \\
& \quad \geq-(k-1) \delta_{k-1}-K c_{k}+\sum_{i=k+1}^{\infty} c_{i}^{2}-\sum_{i=k+1}^{\infty} \delta_{i} \\
& \quad \geq \sum_{i=k+1}^{\infty} c_{i}^{2}-3 K c_{k}>a_{m_{k-1}} \geq a_{n} .
\end{aligned}
$$

Thus $\operatorname{Re}\left\langle T^{n} x, x\right\rangle>a_{n}$ for all $n \geq 1$.
Corollary 13. Let $T \in \mathcal{B}(H)$ be an operator of class $C_{0}$. satisfying $r(T)=1$. Let $a_{n}>0 \quad(n \in \mathbb{N})$ and $a_{n} \rightarrow 0$. Then there exists $x \in H$ such that $\left|\left\langle T^{n} x, x\right\rangle\right| \geq a_{n}$ for all $n \in \mathbb{N}$. Moreover, given $\varepsilon>0$, it is possible to find $x \in H$ with this property such that $\|x\|<\sup _{n} a_{n}^{1 / 2}+\varepsilon$.

Proof. Let $\lambda \in \sigma(T),|\lambda|=1$. Then $1 \in \sigma\left(\lambda^{-1} T\right)$ and the statement follows from Theorem 12.

Let $C$ be a subset of a Banach space $X$. We say that $C$ is a cone if $C+C \subset C$ and $t C \subset C$ for all $t \geq 0$.

Theorem 14. Let $T$ be an operator a Hilbert space $H$ of class $C_{0}$. such that $1 \in \sigma(T)$. Then $T$ has a non-trivial closed invariant cone.

Proof. By Theorem 12, there is a non-zero vector $x \in H$ with $\operatorname{Re}\left\langle T^{n} x, x\right\rangle \geq 0$ for all $n$. Let $C=\left\{\sum_{i=1}^{n} \alpha_{i} T^{i} x: n \in \mathbb{N}, \alpha_{i} \geq 0 \text { for } 1 \leq i \leq n\right\}^{-}$. Clearly $C$ is a closed cone invariant for $T$. We have $x \in C$, so $C \neq\{0\}$. For each $u \in C$ we have $\operatorname{Re}\langle u, x\rangle \geq 0$, so $C \neq H$ (for example, $-x \notin C$ ).

The assumption that $T$ is of class $C_{0}$. is not essential. It can be omitted by a standard reduction technique.

Let $X, Y$ be Banach spaces, $T \in \mathcal{B}(X)$ and $S \in \mathcal{B}(Y)$. We write $T \prec S$ if there is a one-to-one operator $A: X \rightarrow Y$ with dense range such that $A T=S A$. We say that $T$ is quasisimilar to $S$ if $T \prec S$ and $S \prec T$. It is easy to see that $T \prec S$ implies $S^{*} \prec T^{*}$. Furthermore, if $T \prec S$ and $S \prec V$, then $T \prec V$.

Theorem 15. Let $T$ be a power bounded operator of class $C_{11}$ acting on a Hilbert space $H$. Then $T$ is quasisimilar to a unitary operator.

Proof. Fix a Banach limit - a linear functional LIM : $\ell^{\infty} \rightarrow \mathbb{C}$ such that, for all $\left(a_{n}\right) \in \ell^{\infty}$, we have $\operatorname{LIM}\left(a_{n+1}\right)=\operatorname{LIM}\left(a_{n}\right), a_{n} \geq 0 \quad(n \in \mathbb{N}) \Rightarrow \operatorname{LIM}\left(a_{n}\right) \geq 0$ and $\operatorname{LIM}\left(a_{n}\right)=\lim a_{n}$ whenever $\left(a_{n}\right)$ is a convergent sequence.

Define in $H$ a new norm $\|\|\cdot\|\|$ by $\|\mid x\|=L I M\left\|T^{n} x\right\|$. Clearly, $\|x\| \| \geq$ $\inf _{n}\left\|T^{n} x\right\|>0$ for each $x \in H, x \neq 0$. Then $H$ with this norm is a pre-Hilbert space (since the norm $\|\|\cdot\|\|$ can be defined by the new scalar product $[x, y]=$ $L I M\left\langle T^{n} x, T^{n} y\right\rangle$. Let $k=\sup \left\|T^{n}\right\|$. Clearly $\mid\|x\|\|\leq k\| x \|$ and $\|T x \mid\|=\|x\| \|$ for all $x \in H$.

Let $K_{1}$ be the completion of the space $(H,\| \| \cdot\| \|)$ and let $U_{1} \in \mathcal{B}\left(K_{1}\right)$ be the uniquely determined extension of the operator $x \mapsto T x$ acting in $(H,\| \| \cdot\| \|)$. Then $U_{1}$ is an isometry.

Since $T$ is of class $C_{11}$, the operator $T^{*}$ is one-to-one, and so $T$ has dense range. Consequently, $U_{1}$ has a dense range in $K_{1}$, and so it is unitary. Let $W_{1}$ : $H \rightarrow K_{1}$ be the operator induced by the identity on $H$. Clearly $\left\|W_{1}\right\| \leq 1, W_{1}$ is one-to-one and has dense range. We have $W_{1} T=U_{1} W_{1}$ and so $T \prec U_{1}$.

Applying the same considerations to $T^{*}$ instead of $T$, there are a Hilbert space $K_{2}$ and a unitary operator $U_{2} \in \mathcal{B}\left(K_{2}\right)$ such that $T^{*} \prec U_{2}$. Consequently, $U_{2}^{*} \prec T \prec U_{1}$ and so $U_{2}^{*} \prec U_{1}$. Let $W: K_{2} \rightarrow K_{1}$ be a one-to-one operator with dense range satisfying $W U_{2}^{*}=U_{1} W$. By the Fuglede-Putnam theorem, $W U_{2}=$ $U_{1}^{*} W$, which means $U_{2} \prec U_{1}^{*}$. Thus $U_{1} \prec U_{2}^{*}$. Hence $U_{1} \prec U_{2}^{*} \prec T \prec U_{1}$ and $T$ is quasisimilar to $U_{1}$.

Theorem 16. Let $\operatorname{dim} H \geq 2$ and let $T \in \mathcal{B}(H)$ be a power bounded operator of class $C_{11}$. Then $T$ has a non-trivial closed invariant subspace.

Proof. By Theorem 15, $T$ is quasisimilar to a unitary operator $U \in \mathcal{B}(K)$. So there are one-to-one operators $W_{1}: H \rightarrow K$ and $W_{2}: K \rightarrow H$ with dense ranges such that $W_{1} T=U W_{1}$ and $T W_{2}=W_{2} U$.

We have $\left(W_{1} W_{2}\right) U=W_{1} T W_{2}=U\left(W_{1} W_{2}\right)$.

If $U=\lambda I$ for some $\lambda \in \mathbb{C}$, then $W_{1} T x=\lambda W_{1} x$, and so $T x=\lambda x$ for all $x \in H$. Hence $T$ has non-trivial closed invariant subspaces.

If $U$ is not a scalar multiple of the identity, then $\operatorname{card} \sigma(U) \geq 2$. Let $K_{0} \subset K$ be any non-trivial spectral subspace of $U$. Then $U K_{0} \subset K_{0}$ and $W_{1} W_{2} K_{0} \subset K_{0}$, since $W_{1} W_{2}$ commutes with $U$.

Let $H_{0}=\overline{W_{2} K_{0}}$. We have $T W_{2} K_{0}=W_{2} U K_{0} \subset W_{2} K_{0} \subset H_{0}$ and so $T H_{0} \subset$ $H_{0}$. Clearly $H_{0} \neq\{0\}$. Further, $W_{1} W_{2} K_{0} \subset K_{0}$, and so $W_{2} K_{0} \subset W_{1}^{-1} K_{0}$ and $H_{0} \subset W_{1}^{-1} K_{0}$. Since $W_{1}$ has dense range, $W_{1}^{-1} K_{0} \neq H$, and so $H_{0}$ is nontrivial.

Theorem 17. Let $T$ be a power bounded operator on a Hilbert space $H$ such that $1 \in \sigma(T)$. Then $T$ has a non-trivial closed invariant cone.

Proof. Let $H_{1}=\left\{x \in H: T^{n} x \rightarrow 0\right\}$. Then $H_{1}$ is a closed subspace of $H$ invariant for $T$. If $H_{1}$ is non-trivial, then $T$ has even a non-trivial closed invariant subspace. If $H_{1}=H$, then the statement follows from Theorem 14. Therefore we may assume that $H_{1}=\{0\}$.

Let $H_{2}=\left\{x \in H: T^{* n} x \rightarrow 0\right\}$. Then $H_{2}$ is a closed subspace invariant for $T^{*}$, and so $H_{2}^{\perp}$ is a closed subspace invariant for $T$. If $H_{2}$ is non-trivial, then the theorem is proved. If $H_{2}=H$, then, by Theorem 12, there is a non-zero vector $x \in H$ with $\operatorname{Re}\left\langle T^{n} x, x\right\rangle=\operatorname{Re}\left\langle x, T^{* n} x\right\rangle \geq 0$, and so $x$ generates a non-trivial closed cone invariant for $T$.

Hence we may assume that $M_{1}=\{0\}=M_{2}$. So $T$ is of class $C_{11}$. If $\operatorname{dim} H \geq$ 2 , then $T$ has a non-trivial closed invariant subspace by Theorem 16. If $\operatorname{dim} H=1$, then $T=I$ and the statement is clear.

## 40 Scott Brown technique

The Scott Brown technique is an efficient way of constructing invariant subspaces. It was first used for subnormal operators but later it was adapted to contractions on Hilbert spaces and, more generally, to polynomially bounded operators on Banach spaces. Some results are also known for $n$-tuples of commuting operators.

We are going to give two illustrative examples showing how this method works.

The basic idea of the Scott Brown technique is to construct a weak orbit $\left\{\left\langle T^{n} x, x^{*}\right\rangle: n=0,1, \ldots\right\}$ which behaves in a precise way. Typically, vectors $x \in X$ and $x^{*} \in X^{*}$ are constructed such that

$$
\left\langle T^{n} x, x^{*}\right\rangle= \begin{cases}0 & n \geq 1 \\ 1 & n=0\end{cases}
$$

Equivalently,

$$
\begin{equation*}
\left\langle p(T) x, x^{*}\right\rangle=p(0) \tag{1}
\end{equation*}
$$

for all polynomials $p$. Then $T$ has a non-trivial closed invariant subspace. Indeed, either $T x=0$ (and $x$ generates a 1-dimensional invariant subspace) or the vectors $\left\{T^{n} x: n \geq 1\right\}$ generate a non-trivial closed invariant subspace.

The vectors $x$ and $x^{*}$ satisfying the above-described conditions are constructed as limits of sequences that satisfy (1) approximately.

Let $\mathbb{D}=\{z \in \mathbb{C}:|z|<1\}$ denote the open unit disc in the complex plane and $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$ the unit circle. Denote by $\mathcal{P}$ the normed space of all polynomials with the norm $\|p\|=\sup \{|p(z)|: z \in \mathbb{D}\}$. Let $\mathcal{P}^{*}$ be its dual with the usual dual norm.

Let $\phi \in \mathcal{P}^{*}$. By the Hahn-Banach theorem, $\phi$ can be extended without changing the norm to a functional on the space of all continuous function on $\mathbb{T}$ with the sup-norm. By the Riesz theorem, there exists a Borel measure $\mu$ on $\mathbb{T}$ such that $\|\mu\|=\|\phi\|$ and $\phi(p)=\int p \mathrm{~d} \mu$ for all polynomials $p$. Clearly, the measure is not unique.

Let $L^{1}$ be the Banach space of all complex integrable functions on $\mathbb{T}$ with the norm $\|f\|_{1}=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|f\left(e^{i t}\right)\right| \mathrm{d} t$.

Of particular interest are the following functionals on $\mathcal{P}$ :
(i) Let $\lambda \in \mathbb{D}$. Denote by $\mathcal{E}_{\lambda}$ the evaluation at the point $\lambda$, i.e., $\mathcal{E}_{\lambda}$ is defined by $\mathcal{E}_{\lambda}(p)=p(\lambda) \quad(p \in \mathcal{P})$. Clearly, $\left\|\mathcal{E}_{\lambda}\right\|=1$.
(ii) Let $f \in L^{1}$. Denote by $M_{f} \in \mathcal{P}^{*}$ the functional defined by

$$
M_{f}(p)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} p\left(e^{i t}\right) f\left(e^{i t}\right) \mathrm{d} t \quad(p \in \mathcal{P})
$$

Then $\left\|M_{f}\right\| \leq\|f\|_{1}$.
The evaluation functionals $\mathcal{E}_{\lambda}$ are also of this type. Indeed, for $\lambda \in \mathbb{D}$ we have $\mathcal{E}_{\lambda}=M_{P_{\lambda}}$, where $P_{\lambda}\left(e^{i t}\right)=\frac{1-|\lambda|^{2}}{\left|\lambda-e^{i t}\right|^{2}}$ is the Poisson kernel. In particular, if $g=1$, then $M_{g}(p)=p(0)$ for all $p$, and so $M_{g}$ is the evaluation at the origin.
(iii) Let $k>0$ and let $T: X \rightarrow X$ a polynomially bounded operator with polynomial bound $k$, i.e., $T$ satisfies the condition $\|p(T)\| \leq k\|p\|$ for all polynomials $p$. Fix $x \in X$ and $x^{*} \in X^{*}$. Let $x \otimes x^{*} \in \mathcal{P}^{*}$ be the functional defined by

$$
\left(x \otimes x^{*}\right)(p)=\left\langle p(T) x, x^{*}\right\rangle \quad(p \in \mathcal{P})
$$

Since $T$ is polynomially bounded, $x \otimes x^{*}$ is a bounded functional and we have $\left\|x \otimes x^{*}\right\| \leq k\|x\| \cdot\left\|x^{*}\right\|$.

Of course the definition of $x \otimes x^{*}$ depends on the operator $T$ but since we are going to consider only one operator $T$, this cannot lead to a confusion.

By the von Neumann inequality, any contraction on a Hilbert space is polynomially bounded with polynomial bound equal to 1 .

Denote by $L^{\infty}$ the space of all bounded measurable functions on $\mathbb{T}$ with the usual norm. Since $\mathcal{P} \subset L^{\infty}=\left(L^{1}\right)^{*}$, the space $\mathcal{P}$ inherits the $w^{*}$-topology from $L^{\infty}$.

Of particular importance for the Scott Brown technique are those functionals on $\mathcal{P}$ that are $w^{*}$-continuous, i.e., that are continuous functions from $\left(\mathcal{P}, w^{*}\right)$ to $\mathbb{C}$. Equivalently, these functionals can be represented by absolutely continuous measures. For basic properties of $w^{*}$-continuous functionals on $\mathcal{P}$ see Appendix 6 .

Let $T \in B(X)$ be a polynomially bounded operator such that $\left\|T^{n} u\right\| \rightarrow 0$ for all $u \in X$. Then all the functionals $x \otimes x^{*}$ can be represented by absolutely continuous measures. Equivalently, these functionals are $w^{*}$-continuous.

For each polynomially bounded operator $T$ is is possible to extend the polynomial calculus by continuity to the norm-closure of $\mathcal{P}$, i.e., to the disc algebra $\mathcal{A}(\mathbb{D})$. If $T$ is of class $C_{0}$., then it is even possible to extend this functional calculus to $H^{\infty}$. We summarize the results in the following theorem.

Theorem 1. Let $T \in \mathcal{B}(X)$ be a polynomially bounded operator with polynomial bound $k$. Suppose that $\left\|T^{n} u\right\| \rightarrow 0$ for all $u \in X$. Then:
(i) $x \otimes x^{*}$ can be represented by an absolutely continuous measure for all $x \in X$ and $x^{*} \in X^{*}$. Equivalently, $x \otimes x^{*}$ is $w^{*}$-continuous;
(ii) there exists an algebraic homomorphism $H^{\infty} \rightarrow B(X), h \in H^{\infty} \mapsto h(T)$ such that
$\|h(T)\| \leq k\|h\|$ for each $h \in H^{\infty}$;
$h(z) \equiv 1 \Rightarrow h(T)=I ;$
$h(z) \equiv z \Rightarrow h(T)=T$;
if $h, h_{n} \in H^{\infty}, h_{n} \xrightarrow{w^{*}} h$, then $\|\left(h_{n}(T) x-h(T) x \| \rightarrow 0\right.$ for each $x \in X$;
(iii) the set $\left\{h(T) x: h \in H^{\infty},\|h\| \leq 1\right\}$ is compact for all $x \in X$.

Proof. (i) Recall that a sequence $\left(p_{n}\right)_{n} \subset \mathcal{P}$ is called Montel if sup $\left\|p_{n}\right\|<\infty$ and $\lim _{n \rightarrow \infty} p_{n}(z)=0$ for all $z \in \mathbb{D}$. We show that $\left\langle p_{n}(T) x, x^{*}\right\rangle \rightarrow 0$ for any Montel sequence ( $p_{n}$ ).

Without loss of generality we can assume that sup $\left\|p_{n}\right\| \leq 1,\|x\| \leq 1$ and $\left\|x^{*}\right\| \leq 1$. Let $p_{n}(z)=\sum_{j=0}^{\infty} c_{n, j} z^{j}$. By the Cauchy formula and the Lebesgue dominated convergence theorem, we have $\lim _{n \rightarrow \infty} c_{n, j}=0$ for each $j \geq 0$.

Let $\varepsilon$ be a positive number such that $\varepsilon<2 k$. Choose $l$ such that $\left\|T^{l} x\right\| \leq$ $\varepsilon / 4 k$. There exists $n_{0}$ sufficiently large such that for every $n \geq n_{0}$ we have $\left|c_{n, j}\right|<$ $\varepsilon / 2 l k \quad(j=0, \ldots, l)$. Fix such an $n$ and write $g(z)=\sum_{j=0}^{l-1} c_{n, j} z^{j}$. Then $p_{n}(z)=$ $g(z)+z^{l} h(z)$ for some polynomial $h$. Clearly $\|g\| \leq \sum_{j=0}^{l-1}\left|c_{n, j}\right| \leq \varepsilon / 2 k$ and
$\|h\|=\left\|p_{n}-g\right\|$. Thus

$$
\begin{aligned}
\left|\left\langle p_{n}(T) x, x^{*}\right\rangle\right| & \leq\left\|p_{n}(T) x\right\| \leq\|g(T) x\|+\left\|\left(p_{n}-g\right)(T) x\right\| \\
& \leq k\|g\|+\|h(T)\| \cdot\left\|T^{l} x\right\| \leq \frac{\varepsilon}{2}+k\left\|p_{n}-g\right\| \cdot \frac{\varepsilon}{4 k} \\
& \leq \frac{\varepsilon}{2}+\frac{\varepsilon}{4} \cdot\left(\left\|p_{n}\right\|+\|g\|\right)<\varepsilon
\end{aligned}
$$

Thus $\left\langle p_{n}(T) x, x^{*}\right\rangle \rightarrow 0$. By Theorem A.6.3, $x \otimes x^{*}$ is $w^{*}$-continuous.
Note that we have proved even that $\left\|p_{n}(T) x\right\| \rightarrow 0$ for each Montel sequence $\left(p_{n}\right)$.
(ii) By (i) and Theorem A.6.3, for all $x \in X$ and $x^{*} \in X^{*}$ there exists $f_{x, x^{*}} \in L^{1}$ such that $\|f\|_{1} \leq k\|x\| \cdot\left\|x^{*}\right\|$ and $\left\langle p(T) x, x^{*}\right\rangle=\frac{1}{2 \pi} \int_{0}^{2 \pi} p\left(e^{i t}\right) f\left(e^{i t}\right) \mathrm{d} t$ for all $p \in \mathcal{P}$.

For $h \in H^{\infty}$ define $F_{h}\left(x, x^{*}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} h\left(e^{i t}\right) f_{x, x^{*}}\left(e^{i t}\right) \mathrm{d} t$. Clearly, $F_{h}$ is a bilinear form and $\left|F_{h}\left(x, x^{*}\right)\right| \leq k\|x\| \cdot\left\|x^{*}\right\|$ for all $x \in X$ and $x^{*} \in X^{*}$. Hence $F_{h}$ defines a bounded linear operator $h(T): X \rightarrow X^{* *}$ by $\left\langle h(T) x, x^{*}\right\rangle=F_{h}\left(x, x^{*}\right)$. Clearly, $\|h(T)\| \leq k\|h\|$ and the mapping $h \mapsto h(T)$ is linear.

Moreover, for each $k \in \mathbb{N}$ and $p \in \mathcal{P}$ we have

$$
\begin{gathered}
\frac{1}{2 \pi} \int_{0}^{2 \pi} p\left(e^{i t}\right)\left(e^{i k t} f_{x, x^{*}}\left(e^{i t}\right)-f_{T^{k} x, x^{*}}\left(e^{i t}\right)\right) \mathrm{d} t \\
\quad=\left\langle p(T) T^{k} x, x^{*}\right\rangle-\left\langle p(T) T^{k} x, x^{*}\right\rangle=0
\end{gathered}
$$

and so, for each $h \in H^{\infty}$,

$$
\begin{aligned}
\left\langle\left(z^{k} h\right)(T) x, x^{*}\right\rangle & =\frac{1}{2 \pi} \int_{0}^{2 \pi} h\left(e^{i t}\right) e^{i k t} f_{x, x^{*}}\left(e^{i t}\right) \mathrm{d} t \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} h\left(e^{i t}\right) f_{T^{k} x, x^{*}}\left(e^{i t}\right) \mathrm{d} t=\left\langle h(T) T^{k} x, x^{*}\right\rangle
\end{aligned}
$$

Hence $\left(z^{k} h\right)(T)=h(T) T^{k}$.
As in (i), we can prove that $\left\|h_{n}(T) x\right\| \rightarrow 0$ for every $x \in X$ and every Montel sequence $\left(h_{n}\right) \subset H^{\infty}$. For each $h \in H^{\infty}$ there is a sequence $\left(p_{n}\right) \subset \mathcal{P}$ such that $p_{n} \xrightarrow{w^{*}} h$. Hence $h(T) x=\lim _{n \rightarrow \infty} p_{n}(T) x \in X$ and $h(T) \in \mathcal{B}(X)$.

We show that the mapping $h \mapsto h(T)$ is multiplicative. Let $h, h^{\prime} \in H^{\infty}$. There exist sequences $\left(p_{n}\right),\left(p_{n}^{\prime}\right) \subset \mathcal{P}$ such that $p_{n} \xrightarrow{w^{*}} h$ and $p_{n}^{\prime} \xrightarrow{w^{*}} h^{\prime}$. Then $p_{n} p_{n}^{\prime} \xrightarrow{w^{*}} h h^{\prime}$ and

$$
\left(h h^{\prime}\right)(T) x=\lim _{n \rightarrow \infty} p_{n}(T) p_{n}^{\prime}(T) x=\lim _{n \rightarrow \infty} p_{n}(T) h^{\prime}(T) x=h(T) h^{\prime}(T) x
$$

(iii) Let $x \in X$ and let $\left(g_{n}\right) \subset H^{\infty}$ be a bounded sequence. Then there exists a pointwise convergent subsequence $g_{n_{k}} \xrightarrow{w^{*}} g$ for some $g \in H^{\infty}$. Then $g_{n_{k}}(T) x \rightarrow$ $g(T) x$, which means that the set $\left\{h(T) x: h \in H^{\infty},\|h\| \leq 1\right\}$ is compact.

Proposition 2. Let $T \in \mathcal{B}(X)$ be a polynomially bounded operator with polynomial bound $k$, let $\lambda \in \mathbb{C}, x \in X, x^{*} \in X^{*},\|x\|=1=\left\|x^{*}\right\|, \varepsilon>0$ and $\|(T-\lambda) x\|<\varepsilon$. Then

$$
\left\|x \otimes x^{*}-\mathcal{E}_{\lambda}\left\langle x, x^{*}\right\rangle\right\|<\frac{2 k \varepsilon}{1-|\lambda|}
$$

Proof. We have

$$
\left\|x \otimes x^{*}-\mathcal{E}_{\lambda}\left\langle x, x^{*}\right\rangle\right\|=\sup _{\|p\|=1}\left|\left\langle p(T) x, x^{*}\right\rangle-p(\lambda)\left\langle x, x^{*}\right\rangle\right| .
$$

For $p \in \mathcal{P},\|p\|=1$ write $q(z)=\frac{p(z)-p(\lambda)}{z-\lambda}$. Then $\|q\| \leq \frac{2\|p\|}{1-|\lambda|}=\frac{2}{1-\mid \lambda}$. Thus

$$
\begin{aligned}
\left|\left\langle p(T) x, x^{*}\right\rangle-p(\lambda)\left\langle x, x^{*}\right\rangle\right| & =\left|\left\langle q(T)(T-\lambda) x, x^{*}\right\rangle\right| \\
& \leq\|q(T)\| \cdot\|(T-\lambda) x\| \leq \frac{2 k \varepsilon}{1-|\lambda|}
\end{aligned}
$$

The previous lemma shows that the points in the approximate point spectrum of $T$ are of particular interest for the Scott Brown technique. Even more useful are the points of the essential approximate point spectrum. For simplicity, we formulate the next result only for Hilbert space operators. However, it can be adapted to Banach spaces easily.

Proposition 3. Let $T$ be a polynomially bounded operator on a Hilbert space $H$. Let $u_{1}, \ldots, u_{n} \in H, \lambda \in \sigma_{\pi e}(T)$ and $\varepsilon>0$. Then there exists $x \in H$ of norm 1 such that $x \perp\left\{u_{1}, \ldots, u_{n}\right\}$ and

$$
\begin{aligned}
\left\|x \otimes x-\mathcal{E}_{\lambda}\right\| & \leq \varepsilon, \\
\left\|x \otimes u_{i}\right\| & \leq \varepsilon \quad(i=1, \ldots, n) \\
\left\|u_{i} \otimes x\right\| & \leq \varepsilon \quad(i=1, \ldots, n)
\end{aligned}
$$

Proof. Since the set $\{p(T) x: p \in \mathcal{P},\|p\| \leq 1\}^{-}$is compact, there are vectors $v_{1}, \ldots, v_{m} \in H$ such that $\operatorname{dist}\left\{p(T) x,\left\{v_{1}, \ldots, v_{m}\right\}\right\}<\varepsilon$ for each polynomial $p$, $\|p\| \leq 1$. Choose $x \in\left\{u_{1}, \ldots, u_{n}, v_{1}, \ldots, v_{m}\right\}^{\perp},\|x\|=1$ and $\|(T-\lambda) x\|<\frac{\varepsilon(1-|\lambda|)}{2 k}$, where $k$ is the polynomial bound of $T$. Then the first two inequalities are satisfied by Proposition 2.

For the last inequality (note that the second and third inequalities are not symmetrical!), let $i \in\{1, \ldots, n\}$ and $p \in \mathcal{P},\|p\| \leq 1$. Find $j$ such $\left\|p(T) u_{i}-v_{j}\right\|<\varepsilon$. Then

$$
\left|\left\langle p(T) u_{i}, x\right\rangle\right| \leq\left|\left\langle p(T) u_{i}-v_{j}, x\right\rangle\right| \leq\left\|p(T) x-v_{j}\right\|<\varepsilon .
$$

Now we are able to give an illustrative example how the Scott Brown technique can be applied.

A subset $\Lambda \subset \mathbb{D}$ is called dominant if $\sup _{z \in \Lambda}|f(z)|=\|f\|$ for all $f \in H^{\infty}$, see Appendix 6.

Theorem 4. Let $T$ be a polynomially bounded operator of class $C_{0}$. on a Hilbert space $H$ such that $\sigma(T) \cap \mathbb{D}$ is dominant in $\mathbb{D}$. Then $T$ has a non-trivial closed invariant subspace.

Proof. Without loss of generality we can assume that neither $T$ nor $T^{*}$ has eigenvalues. In particular, $\sigma_{\pi e}(T)=\sigma(T)$.

By Proposition 3, we can approximate (with an arbitrary precision) the evaluation functionals $\mathcal{E}_{\lambda}$ for $\lambda \in \sigma_{\pi e}(T)$ by the functionals of the type $x \otimes x$ with $x \in H,\|x\|=1$.

We show first the following result:
(a) Let $\psi \in \mathcal{P}^{*}$ be a $w^{*}$-continuous functional, let $x, y \in H$ and $\varepsilon>0$. Then there are $x^{\prime}, y^{\prime} \in H$ such that

$$
\begin{aligned}
\left\|x^{\prime} \otimes y^{\prime}-\psi\right\| & <\varepsilon \\
\left\|x^{\prime}-x\right\| & \leq\|x \otimes y-\psi\|^{1 / 2} \\
\left\|y^{\prime}-y\right\| & \leq\|x \otimes y-\psi\|^{1 / 2}
\end{aligned}
$$

Proof. By Theorem A.6.4, there are elements $\lambda_{1}, \ldots, \lambda_{n} \in \sigma_{\pi e}(T)$ and non-zero complex numbers $\alpha_{1}, \ldots, \alpha_{n}$ such that $\sum_{i=1}^{n}\left|\alpha_{i}\right| \leq\|x \otimes y-\psi\|$ and

$$
\left\|x \otimes y-\psi+\sum_{i=1}^{n} \alpha_{i} \mathcal{E}_{\lambda_{i}}\right\|<\varepsilon / 2
$$

Let $\delta$ be a sufficiently small positive number.
By Proposition 3, we can find inductively mutually orthogonal unit vectors $u_{1}, \ldots, u_{n} \in H$ such that

$$
\begin{aligned}
\left\|x \otimes u_{i}\right\| & <\delta, \\
\left\|u_{i} \otimes y\right\| & <\delta, \\
\left\|u_{i} \otimes u_{j}\right\| & <\delta \\
\left\|u_{i} \otimes u_{i}-\mathcal{E}_{\lambda_{i}}\right\| & <\delta .
\end{aligned}
$$

Set $x^{\prime}=x+\sum_{i=1}^{n} \frac{\alpha_{i}}{\left|\alpha_{i}\right|^{1 / 2}} u_{i}$ and $y^{\prime}=y+\sum_{i=1}^{n}\left|\alpha_{i}\right|^{1 / 2} u_{i}$. Since the vectors $u_{1}, \ldots, u_{n}$ are orthonormal, we have $\left\|x^{\prime}-x\right\|^{2}=\sum_{i=1}^{n}\left|\alpha_{i}\right| \leq\|x \otimes y-\psi\|$, and similarly, $\left\|y^{\prime}-y\right\|^{2} \leq\|x \otimes y-\psi\|$. Furthermore,

$$
\begin{aligned}
& \left\|x^{\prime} \otimes y^{\prime}-\psi\right\| \leq\left\|x \otimes y-\psi+\sum_{i=1}^{n} \alpha_{i} \mathcal{E}_{\lambda_{i}}\right\|+\left\|\sum_{i=1}^{n} \alpha_{i}\left(u_{i} \otimes u_{i}-\mathcal{E}_{\lambda_{i}}\right)\right\| \\
& \quad+\sum_{i=1}^{n}\left|\alpha_{i}\right|^{1 / 2}\left\|u_{i} \otimes y\right\|+\sum_{i=1}^{n}\left|\alpha_{i}\right|^{1 / 2}\left\|x \otimes u_{i}\right\|+\sum_{i \neq j}\left|\alpha_{i}\right|^{1 / 2} \cdot\left|\alpha_{j}\right|^{1 / 2} \cdot\left\|u_{i} \otimes u_{j}\right\| \\
& \leq \varepsilon / 2+\delta\left(\sum_{i=1}^{n}\left|\alpha_{i}\right|+2 \sum_{i=1}^{n}\left|\alpha_{i}\right|^{1 / 2}+\sum_{i \neq j}\left|\alpha_{i}\right|^{1 / 2}\left|\alpha_{j}\right|^{1 / 2}\right)<\varepsilon
\end{aligned}
$$

provided $\delta$ is sufficiently small.
(b) There are $x, y \in H$ such that $x \otimes y=\mathcal{E}_{0}$.

Proof. Set $x_{0}=0=y_{0}$. Using (a) it is possible to construct inductively vectors $x_{j}, y_{j} \in H \quad(j \in \mathbb{N})$ such that

$$
\begin{aligned}
\left\|x_{j} \otimes y_{j}-\mathcal{E}_{0}\right\| & \leq 2^{-2 j} \\
\left\|x_{j+1}-x_{j}\right\| & \leq\left\|x_{j} \otimes y_{j}-\mathcal{E}_{0}\right\|^{1 / 2} \leq 2^{-j} \quad \text { and } \\
\left\|y_{j+1}-y_{j}\right\| & \leq 2^{-j}
\end{aligned}
$$

Clearly, the sequences $\left(x_{j}\right)$ and $\left(y_{j}\right)$ are Cauchy. Let $x$ and $y$ be their limits. It is easy to verify that $x \otimes y=\mathcal{E}_{0}$. Indeed, for each polynomial $p$ with $\|p\|=1$ we have

$$
\begin{aligned}
\left|\langle p(T) x, y\rangle-\left\langle p(T) x_{n}, y_{n}\right\rangle\right| & \leq\left|\left\langle p(T) x, y-y_{n}\right\rangle\right|+\left|\left\langle p(T)\left(x-x_{n}\right), y_{n}\right\rangle\right| \\
& \leq k\left\|y-y_{n}\right\| \cdot\|x\|+k\left\|x-x_{n}\right\| \cdot\left\|y_{n}\right\|,
\end{aligned}
$$

and so $\langle p(T) x, y\rangle=\lim _{n \rightarrow \infty}\left\langle p(T) x_{n}, y_{n}\right\rangle=p(0)$.
It was shown above that (b) implies the existence of a non-trivial closed invariant subspace. Indeed, $M=\bigvee\left\{T^{n} x: n \geq 1\right\}$ is a closed subspace invariant for $T$. Since we assumed that $\sigma_{p}(T)$ is empty, we have $T x \neq 0$. We have $y \neq 0$ and $\left\langle T^{n} x, y\right\rangle=0$ for all $n \geq 1$, and so $M \neq H$.

The condition that $T^{n} x \rightarrow 0$ for all $x \in H$ can be omitted by a standard reduction argument.

Theorem 5. Let $T$ be a polynomially bounded operator on a Hilbert space $H$ such that the spectrum $\sigma(T) \cap \mathbb{D}$ is dominant in $\mathbb{D}$. Then $T$ has a non-trivial closed invariant subspace.
Proof. Let $M_{1}=\left\{x \in H: T^{n} x \rightarrow 0\right\}$. It is easy to see that $M_{1}$ is a closed subspace of $H$ invariant for $T$. If $M_{1}=H$, then $T$ has a non-trivial invariant subspace by Theorem 4. Thus we can assume without loss of generality that $M_{1}=\{0\}$.

Let $M_{2}=\left\{x \in H: T^{* n} x \rightarrow 0\right\}$. Then $M_{2}$ is a closed subspace invariant for $T^{*}$. Consequently, $M_{2}^{\perp}$ is invariant for $T$. If $M_{2}=H$, then $T^{*}$ has a non-trivial closed invariant subspace by Theorem 4 and so has $T$. Thus we can also assume that $M_{2}=\{0\}$.

Hence $T$ is of class $C_{11}$. By Theorem $39.15, T$ is quasisimilar to a unitary operator. By Theorem 39.16, $T$ has a non-trivial closed invariant subspace.

The assumption that the spectrum of $T$ is dominant can be replaced by a weaker assumption that $\sigma(T) \supset \mathbb{T}$. Note that the points $\lambda \in \sigma(T)$ with $|\lambda|=1$ cannot be used directly in the Scott Brown technique, cf. Proposition 2.

The following lemma gives the basic idea how to use the information that $\sigma(T) \supset \mathbb{T}$ for the Scott Brown technique.
Definition 6. $A$ subset $\Lambda \subset \mathbb{D}$ is called Apostol if

$$
\sup \left\{r \in[0,1): r e^{i \theta} \in \Lambda\right\}=1
$$

for all but countably many numbers $\theta \in(-\pi, \pi\rangle$.

Theorem 7. Let $T$ be a polynomially bounded operator on a Banach space such that $\sigma(T) \supset \mathbb{T}$ and $T$ has no non-trivial closed invariant subspace. Let $\varepsilon>0$. Then the set

$$
\begin{equation*}
\left\{\lambda \in \mathbb{D}: \text { there exists } u \in X \text { with }\|u\|=1 \text { and }\|T u-\lambda u\| \leq \varepsilon(1-|\lambda|)^{2}\right\} \tag{2}
\end{equation*}
$$

is an Apostol set.
Proof. We can assume that $T-\lambda$ is one-to-one with dense range for each $\lambda \in \mathbb{C}$ (otherwise $T$ has a non-trivial closed invariant subspace). Thus $T-\lambda$ is invertible for all $\lambda \in \mathbb{D} \backslash \Lambda$ and $\left\|(T-\lambda)^{-1}\right\| \leq \frac{1}{\varepsilon(1-|\lambda|)^{2}}$. Clearly, $\sigma(T) \subset \overline{\mathbb{D}}$ and for $|\lambda|>1$ we have $\left\|(T-\lambda)^{-1}\right\|=\left\|-\sum_{n=0}^{\infty} \frac{T^{n}}{\lambda^{n+1}}\right\| \leq \frac{k}{|\lambda|-1}$, where $k$ is the polynomial bound of $T$.

Suppose that the set $\Lambda$ defined in (2) is not Apostol. Then there exists an uncountable set $\Omega \subset \mathbb{T}$ such that, for each $\omega \in \Omega$, there exists $r_{\omega}<1$ such that $\left\{r \omega: r_{\omega} \leq r<1\right\} \subset \mathbb{D} \backslash \Lambda$. Consequently, there exists a component $G$ of the open set $\mathbb{D} \backslash \Lambda$ and mutually distinct points $\omega_{1}, \ldots, \omega_{4}$ such that $\left\{r \omega: r_{\omega} \leq r<1\right\} \subset G$ for $j=1, \ldots, 4$. Suppose that $\omega_{1}, \ldots, \omega_{4}$ are arranged in counter clockwise order.

It is possible to find two rectifiable simple closed curves $\Gamma, \Gamma^{\prime}$ such that $\Gamma \cap$ $\Gamma^{\prime}=\emptyset, \Gamma \cap \mathbb{T}=\left\{\omega_{1}, \omega_{2}\right\}, \Gamma^{\prime} \cap \mathbb{T}=\left\{\omega_{3}, \omega_{4}\right\}, \Gamma$ and $\Gamma^{\prime}$ intersect $\mathbb{T}$ along radial segments and $\Gamma \cap \mathbb{D} \subset G, \Gamma^{\prime} \cap \mathbb{D} \subset G$.

Define operators

$$
A=\frac{1}{2 \pi i} \int_{\Gamma}\left(z-\omega_{1}\right)^{2}\left(z-\omega_{2}\right)^{2}(z-T)^{-1} \mathrm{~d} z
$$

and

$$
A^{\prime}=\frac{1}{2 \pi i} \int_{\Gamma^{\prime}}\left(z-\omega_{3}\right)^{2}\left(z-\omega_{4}\right)^{2}(z-T)^{-1} \mathrm{~d} z
$$

By definition, $A$ and $A^{\prime}$ are well-defined operators commuting with $T$. Hence $\overline{A X}$ is a closed subspace invariant for $T$. To show that $\overline{A X}$ is non-trivial it is sufficient to show that $A \neq 0, A^{\prime} \neq 0$ and $A^{\prime} A=0$.

Let $\mathcal{A}=\left\{T, A, A^{\prime}\right\}^{\prime \prime}$ (the bicommutant of $\left.\{T, A, A\},\right)$. Then $\mathcal{A}$ is a commutative Banach algebra and $\sigma^{\mathcal{A}}(T)=\sigma^{\mathcal{B}(X)}(T)$.

Fix a point $\eta \in \mathbb{T}$ surrounded by $\Gamma$. Then $\eta \in \sigma^{\mathcal{A}}(T)$ and there exists a multiplicative functional $\varphi \in \mathcal{M}(\mathcal{A})$ such that $\varphi(T)=\eta$. We have

$$
\begin{aligned}
\varphi(A) & =\frac{1}{2 \pi i} \int_{\Gamma}\left(z-\omega_{1}\right)^{2}\left(z-\omega_{2}\right)^{2} \varphi\left((z-T)^{-1}\right) \mathrm{d} z \\
& =\frac{1}{2 \pi i} \int_{\Gamma}\left(z-\omega_{1}\right)^{2}\left(z-\omega_{2}\right)^{2}(z-\eta)^{-1} \mathrm{~d} z=\left(\eta-\omega_{1}\right)^{2}\left(\eta-\omega_{2}\right)^{2}
\end{aligned}
$$

by the Cauchy theorem. Thus $\varphi(A) \neq 0$, and so $A \neq 0$.
Similarly, $A^{\prime} \neq 0$.

For the proof that $A A^{\prime}=0$ we use the resolvent equality. With the notation $p(z)=\left(z-\omega_{1}\right)^{2}\left(z-\omega_{2}\right)^{2}, q(z)=\left(z-\omega_{3}\right)^{2}\left(z-\omega_{4}\right)^{2}$ we have

$$
\begin{aligned}
(2 \pi i)^{2} A^{\prime} A= & \int_{\Gamma^{\prime}} \int_{\Gamma} p(z) q(w)(z-T)^{-1}(w-T)^{-1} \mathrm{~d} z \mathrm{~d} w \\
= & \int_{\Gamma^{\prime}} \int_{\Gamma} \frac{p(z) q(w)}{w-z}\left((z-T)^{-1}-(w-T)^{-1}\right) \mathrm{d} z \mathrm{~d} w \\
= & \int_{\Gamma} p(z)(z-T)^{-1}\left(\int_{\Gamma^{\prime}} \frac{q(w)}{w-z} \mathrm{~d} w\right) \mathrm{d} z \\
& -\int_{\Gamma^{\prime}} q(w)(w-T)^{-1}\left(\int_{\Gamma} \frac{p(z)}{w-z} \mathrm{~d} z\right) \mathrm{d} w=0
\end{aligned}
$$

since the inner integrals are equal to 0 by the Cauchy theorem.
Note that points $\lambda$ satisfying (2) provide less information than the points of the approximate point spectrum. On the other hand, we have a larger set of such points (any Apostol set is dominant but not conversely).

For every $\lambda \in \mathbb{D}$, let $P_{\lambda}(t)=\frac{1-|\lambda|^{2}}{\left|\lambda-e^{i t}\right|^{2}} \quad(t \in \mathbb{R})$ denote the Poisson kernel. Recall that $\int_{-\pi}^{\pi} P_{\lambda} \mathrm{d} t=2 \pi$ and $\max _{t} P_{\lambda}(t)=\frac{1+|\lambda|}{1-|\lambda|}$.

For $\lambda=r e^{i \theta} \in \mathbb{D}$ with $|\lambda| \geq 3 / 4$, set $I_{\lambda}=\left\{e^{i t}:|t-\theta|<2(1-r)\right\}$ and define the $2 \pi$-periodic function $Q_{\lambda}$ on $\mathbb{R}$ by: $Q_{\lambda}(t)=P_{\lambda}(t)$ if $e^{i t} \in I_{\lambda}$, and $Q_{\lambda}(t)=0$ otherwise. Denote by $m$ the Lebesgue measure both on the real line $\mathbb{R}$ and on the unit circle $\mathbb{T}$.

Lemma 8. For any $\lambda \in \mathbb{D}$ with $|\lambda| \geq 3 / 4$ we have $\int_{-\pi}^{\pi} Q_{\lambda}(t) \mathrm{d} t \geq \frac{7 \pi}{6}$.
Proof. Without loss of generality we can suppose that $\lambda=r \geq 3 / 4$. We have $\sin ^{2}(1-r) \leq \sin (1-r) \leq 1-r$. If $|t| \leq \pi$ and $e^{i t} \in I_{\lambda}$, then

$$
\cos t \geq \cos 2(1-r)=1-2 \sin ^{2}(1-r) \geq 2 r-1
$$

and $\left|r-e^{i t}\right|^{2}=(r-\cos t)^{2}+\sin ^{2} t \leq(1-r)^{2}+t^{2}$. Hence

$$
\begin{aligned}
\int_{-\pi}^{\pi} Q_{\lambda}(t) \mathrm{d} t & =\int_{-2(1-r)}^{2(1-r)} \frac{1-r^{2}}{\left|r-e^{i t}\right|^{2}} \mathrm{~d} t \\
& =2\left(1-r^{2}\right) \int_{0}^{2(1-r)} \frac{\mathrm{d} t}{\left|r-e^{i t}\right|^{2}} \\
& \geq 2\left(1-r^{2}\right) \int_{0}^{2(1-r)} \frac{d t}{(1-r)^{2}+t^{2}} \\
& =2\left(1-r^{2}\right)\left[\frac{1}{1-r} \operatorname{arctg} \frac{t}{1-r}\right]_{0}^{2(1-r)} \\
& =2(1+r) \operatorname{arctg} 2 \geq \frac{7}{2} \cdot \operatorname{arctg} \sqrt{3}=\frac{7 \pi}{6}
\end{aligned}
$$

Corollary 9. For each $\lambda \in \mathbb{D}$ with $|\lambda| \geq 3 / 4$ we have

$$
\int_{-\pi}^{\pi}\left(P_{\lambda}(t)-Q_{\lambda}(t)\right) \mathrm{d} t \leq \frac{5}{7} \int_{-\pi}^{\pi} Q_{\lambda}(t) \mathrm{d} t
$$

Proof. By Lemma 8, we have the estimates

$$
\frac{\int_{-\pi}^{\pi}\left(P_{\lambda}(t)-Q_{\lambda}(t)\right) \mathrm{d} t}{\int_{-\pi}^{\pi} Q_{\lambda}(t) \mathrm{d} t}=\frac{\int_{-\pi}^{\pi} P_{\lambda}(t) \mathrm{d} t}{\int_{-\pi}^{\pi} Q_{\lambda}(t) \mathrm{d} t}-1 \leq 2 \pi \cdot\left(\frac{7 \pi}{6}\right)^{-1}-1=\frac{5}{7}
$$

Lemma 10. Let $\Lambda \subset \mathbb{D}$ be an Apostol set. Let $t_{1}, t_{2} \in \mathbb{R}$ with $-\pi \leq t_{1}<t_{2} \leq \pi$. Let $f(t)=1$ if $t_{1} \leq t \leq t_{2}$, and $f(t)=0$ otherwise. Then there is an $n_{0} \geq 1$ such that for every $n \geq n_{0}$ there exist a finite set $F \subset \Lambda$ and positive real numbers $\alpha_{\lambda} \quad(\lambda \in F)$ with the following properties:
(i) $I_{\lambda} \subset\left\{e^{i t}: t_{1}<t<t_{2}\right\}$ for any $\lambda \in F$;
(ii) the sets $I_{\lambda} \quad(\lambda \in F)$ are pairwise disjoint;
(iii) $m\left(\bigcup_{\lambda \in F} I_{\lambda}\right) \geq \frac{1}{40 \pi}\left(t_{2}-t_{1}\right)$;
(iv) $|\lambda| \geq 3 / 4$ and $\left|\lambda^{n}-1\right|<\frac{1}{9}$ for all $\lambda \in F$;
(v) $\sum_{\lambda \in F} \alpha_{\lambda} \leq \frac{t_{2}-t_{1}}{7}$;
(vi) $\int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-f(t)\right| \mathrm{d} t \leq c_{1}\left(t_{2}-t_{1}\right)$, where $c_{1}=1-\frac{1}{1920}$.

Proof. For every $n \geq 1$, set $M_{n}=\left\{t \in\left(t_{1}, t_{2}\right):\left|e^{i n t}-1\right| \leq 1 / 10\right\}$. Clearly for all $n$ sufficiently large we have

$$
\begin{equation*}
m\left(M_{n}\right)>\frac{t_{2}-t_{1}}{10 \cdot 2 \pi} . \tag{3}
\end{equation*}
$$

Fix $n$ satisfying (3). Let $\varepsilon>0$ satisfy $m\left(M_{n}\right)-\varepsilon>\left(t_{2}-t_{1}\right) / 20 \pi$. Let $S \subset\left(t_{1}, t_{2}\right)$ be the exceptional set of the Apostol set $\lambda$, i.e., $\sup \left\{0 \leq r<1\right.$ : re $\left.e^{i \theta} \in \Lambda\right\}=1$ for all $\theta \in\left(t_{1}, t_{2}\right) \backslash S$. Since $S$ is at most countable, it can be covered by a countable union $U$ of open intervals with $m(U)<\varepsilon / 2$. Then the set $M^{\prime}$ defined by

$$
M^{\prime}=\left(M_{n} \cap\left\langle t_{1}+\varepsilon / 4, t_{2}-\varepsilon / 4\right\rangle\right) \backslash U
$$

is compact with $m\left(M^{\prime}\right)>\left(t_{2}-t_{1}\right) / 20 \pi$. For each $t \in M^{\prime}$ we can find $r_{t} \geq 3 / 4$ such that $\lambda_{t}:=r_{t} e^{i t} \in \Lambda,\left|\lambda_{t}^{n}-1\right|<1 / 9$ and $I_{\lambda_{t}} \subset\left\{e^{i s}: t_{1}<s<t_{2}\right\}$. Then $\left\{e^{i s}: s \in\right.$ $\left.M^{\prime}\right\} \subset \bigcup_{t \in M^{\prime}} I_{\lambda_{t}}$. Since $\left\{e^{i s}: s \in M^{\prime}\right\}$ is a compact subset of the 1-dimensional set $\mathbb{T}$, there exists a finite subcover of $\left(I_{\lambda_{t}}\right)_{t \in M^{\prime}}$ such that any three of these subsets have empty intersection. Considering a cover of the minimal cardinality with this property it is easy to see that there are numbers $\lambda_{1}, \ldots, \lambda_{k} \in \Lambda$ with $\lambda_{j}=\left|\lambda_{j}\right| e^{i s_{j}}$ such that $t_{1}<s_{1}<\cdots<s_{k}<t_{2}, \bigcup_{j=1}^{k} I_{\lambda_{j}} \supset\left\{e^{i s}: s \in M^{\prime}\right\}$ and $I_{\lambda_{j}} \cap I_{\lambda_{j^{\prime}}}=\emptyset$ if $\left|j^{\prime}-j\right| \geq 2$. Let $F_{1}=\left\{\lambda_{1}, \lambda_{3}, \ldots\right\}$ and $F_{2}=\left\{\lambda_{2}, \lambda_{4}, \ldots\right\}$. Let $F$ be one of the sets $F_{1}, F_{2}$ such that

$$
m\left(\bigcup_{\lambda \in F} I_{\lambda}\right)=\max \left\{m\left(\bigcup_{\lambda \in F_{1}} I_{\lambda}\right), m\left(\bigcup_{\lambda \in F_{2}} I_{\lambda}\right)\right\}
$$

Then $I_{\lambda} \cap I_{\lambda^{\prime}}=\emptyset$ for all distinct $\lambda, \lambda^{\prime}$ in $F$, and $m\left(\bigcup_{\lambda \in F} I_{\lambda}\right) \geq m\left(M^{\prime}\right) / 2>$ $\left(t_{2}-t_{1}\right) / 40 \pi$. For any $\lambda \in F$, set $\alpha_{\lambda}=(1-|\lambda|)(1+|\lambda|)^{-1}$. Then $\alpha_{\lambda}>0$ and

$$
\sum_{\lambda \in F} \alpha_{\lambda} \leq \frac{4}{7} \sum_{\lambda \in F}(1-|\lambda|)=\frac{1}{7} \sum_{\lambda \in F} m\left(I_{\lambda}\right) \leq \frac{t_{2}-t_{1}}{7}
$$

Finally,

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-f(t)\right| \mathrm{d} t \\
& \leq \int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n}\left(P_{\lambda}(t)-Q_{\lambda}(t)\right)\right| \mathrm{d} t+\int_{-\pi}^{\pi} \sum_{\lambda \in F} \alpha_{\lambda}\left|\lambda^{n}-1\right| Q_{\lambda}(t) \mathrm{d} t \\
& \quad+\int_{t_{1}}^{t_{2}}\left(1-\sum_{\lambda \in F} \alpha_{\lambda} Q_{\lambda}(t)\right) \mathrm{d} t \leq \sum_{\lambda \in F} \alpha_{\lambda} \int_{-\pi}^{\pi}\left(P_{\lambda}(t)-Q_{\lambda}(t)\right) \mathrm{d} t \\
& \quad+\frac{1}{9} \int_{t_{1}}^{t_{2}} \sum_{\lambda \in F} \alpha_{\lambda} Q_{\lambda}(t) \mathrm{d} t+\left(t_{2}-t_{1}\right)-\int_{t_{1}}^{t_{2}} \sum_{\lambda \in F} \alpha_{\lambda} Q_{\lambda}(t) \mathrm{d} t \\
& \leq \\
& t_{2}-t_{1}+\left(\frac{5}{7}+\frac{1}{9}-1\right) \int_{t_{1}}^{t_{2}} \sum_{\lambda \in F} \alpha_{\lambda} Q_{\lambda}(t) \mathrm{d} t \leq t_{2}-t_{1}-\frac{1}{7} \int_{t_{1}}^{t_{2}} \sum_{\lambda \in F} \alpha_{\lambda} Q_{\lambda}(t) \mathrm{d} t \\
& \leq t_{2}-t_{1}-\frac{1}{7} \sum_{\lambda \in F} \frac{1-|\lambda|}{1+|\lambda|} \cdot \frac{7 \pi}{6} \leq t_{2}-t_{1}-\frac{\pi}{12} \sum_{\lambda \in F}(1-|\lambda|) \\
& = \\
& t_{2}-t_{1}-\frac{\pi}{48} \cdot m\left(\bigcup_{\lambda \in F} I_{\lambda}\right) \leq c_{1}\left(t_{2}-t_{1}\right),
\end{aligned}
$$

where $c_{1}=1-\frac{1}{1920}$.
Corollary 11. Let $c_{1}$ be the constant from the previous lemma and let $c_{2} \in\left(c_{1}, 1\right)$. Let $f:(-\pi, \pi\rangle \rightarrow\langle 0, \infty)$ be an integrable function and let $\Lambda$ be an Apostol set. Then for any $n$ sufficiently large there are a finite set $F \subset \Lambda$ and positive numbers $\alpha_{\lambda} \quad(\lambda \in F)$ such that:
(i) the sets $\left(I_{\lambda}\right)_{\lambda \in F}$ are pairwise disjoint;
(ii) $|\lambda| \geq 3 / 4$ and $\left|\lambda^{n}-1\right| \leq \frac{1}{9}$ for all $\lambda \in F$;
(iii) $\sum_{\lambda \in F} \alpha_{\lambda} \leq \frac{1}{2 \pi} \int_{-\pi}^{\pi} f(t) \mathrm{d} t$;
(iv) $\int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-f(t)\right| \mathrm{d} t \leq c_{2} \int_{-\pi}^{\pi} f(t) \mathrm{d} t$.

Proof. Let $\varepsilon>0$ be sufficiently small $\left(\varepsilon<\min \left\{\frac{c_{2}-c_{1}}{2}, \frac{7}{2 \pi}-1\right\}\right)$. Let $g$ be a step function $g:(-\pi, \pi\rangle \rightarrow\langle 0, \infty)$ such that $\int_{-\pi}^{\pi}|f-g| \mathrm{d} t \leq \varepsilon \int_{-\pi}^{\pi} f(t) \mathrm{d} t$. By Lemma 10, applied to each interval where $g$ is constant, we can find a finite set $F \subset \Lambda$
and positive numbers $\alpha_{\lambda} \quad(\lambda \in F)$ satisfying (i), (ii) and

$$
\begin{aligned}
\sum_{\lambda \in F} \alpha_{\lambda} & \leq \frac{1}{7} \int_{-\pi}^{\pi} g(t) \mathrm{d} t \leq \frac{1}{7}\left(\int_{-\pi}^{\pi} f(t) \mathrm{d} t+\int_{-\pi}^{\pi}|f-g| \mathrm{d} t\right) \\
& \leq \frac{1}{7}(1+\varepsilon) \int f(t) \mathrm{d} t \leq \frac{1}{2 \pi} \int_{-\pi}^{\pi} f(t) \mathrm{d} t
\end{aligned}
$$

Further,

$$
\int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-g(t)\right| \mathrm{d} t \leq c_{1} \int_{-\pi}^{\pi} g(t) \mathrm{d} t
$$

Then we have

$$
\begin{aligned}
& \int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-f(t)\right| \mathrm{d} t \\
& \quad \leq \int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-g(t)\right| \mathrm{d} t+\int_{-\pi}^{\pi}|f(t)-g(t)| \mathrm{d} t \\
& \quad \leq c_{1} \int_{-\pi}^{\pi} g(t) \mathrm{d} t+\varepsilon \int_{-\pi}^{\pi} f(t) \mathrm{d} t \\
& \quad \leq\left(c_{1}+2 \varepsilon\right) \int_{-\pi}^{\pi} f(t) \mathrm{d} t \leq c_{2} \int_{-\pi}^{\pi} f(t) \mathrm{d} t
\end{aligned}
$$

Let $b$ be the constant from the Carleson theorem, see Theorem A.6.5, i.e., if $F \subset\{z: 3 / 4 \leq|z|<1\}$ is a finite set with $\left(I_{\lambda}\right)_{\lambda \in F}$ pairwise disjoint and $c_{\lambda} \in$ $\mathbb{C} \quad(\lambda \in F)$, then there exists a function $f \in H^{\infty}$ such that $f(\lambda)=c_{\lambda} \quad(\lambda \in F)$ and $\|f\| \leq b \cdot \sup _{\lambda \in F}\left|c_{\lambda}\right|$.

Lemma 12. Let $T \in B(X)$ be a polynomially bounded operator with polynomial bound $k$. Let $F \subset \mathbb{D}$ be a finite set with $\left(I_{\lambda}\right)_{\lambda \in F}$ pairwise disjoint and $|\lambda| \geq 3 / 4 \quad(\lambda \in F)$. Suppose that there are vectors $u_{\lambda} \in X$ and complex numbers $\mu_{\lambda} \quad(\lambda \in F)$ such that $\left\|u_{\lambda}\right\|=1,\left\|(T-\lambda) u_{\lambda}\right\|<\frac{1}{2 k b \pi}(1-|\lambda|)^{2}$ and $\left\|\sum_{\lambda \in F} \mu_{\lambda} u_{\lambda}\right\|=1$. Then $\left|\mu_{\lambda}\right| \leq 2 k b$ for all $\lambda \in F$.
Proof. Let $\lambda_{0} \in F$ satisfy $\left|\mu_{\lambda_{0}}\right|=\max _{\lambda \in F}\left|\mu_{\lambda}\right|$. By Theorem A.6.5, there is a function $f \in H^{\infty}$ such that $\|f\| \leq b, f\left(\lambda_{0}\right)=1$ and $f(\lambda)=0$ for $\lambda \in F \backslash\left\{\lambda_{0}\right\}$.

Let $u=\sum_{\lambda \in F} \mu_{\lambda} u_{\lambda}$. Then $\|f(T) u\| \leq k b\|u\|=k b$.
For $\lambda \in F$ define $g_{\lambda}(z)=\frac{f(z)-f(\lambda)}{z-\lambda}$. Clearly $g_{\lambda}$ is analytic on a neighbourhood of $\overline{\mathbb{D}}$ and $\left\|g_{\lambda}\right\| \leq 2\|f\|(1-|\lambda|)^{-1} \leq 2 b(1-|\lambda|)^{-1}$. Hence

$$
\begin{aligned}
k b & \geq\|f(T) u\| \geq\left\|\sum_{\lambda \in F} f(\lambda) \mu_{\lambda} u_{\lambda}\right\|-\left\|\sum_{\lambda \in F} \mu_{\lambda}(f(\lambda)-f(T)) u_{\lambda}\right\| \\
& \geq\left\|\mu_{\lambda_{0}} u_{\lambda_{0}}\right\|-\sum_{\lambda \in F}\left|\mu_{\lambda}\right| \cdot\left\|g_{\lambda}(T)(T-\lambda) u_{\lambda}\right\|
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left|\mu_{\lambda_{0}}\right|-\left|\mu_{\lambda_{0}}\right| \sum_{\lambda \in F} 2 k b(1-|\lambda|)^{-1} \frac{1}{2 k b \pi}(1-|\lambda|)^{2} \\
& \geq\left|\mu_{\lambda_{0}}\right|\left(1-\sum_{\lambda \in F} \pi^{-1}(1-|\lambda|)\right) \geq \frac{\left|\mu_{\lambda_{0}}\right|}{2}
\end{aligned}
$$

since $\sum_{\lambda \in F}(1-|\lambda|) \leq \frac{1}{4} m\left(\bigcup_{\lambda \in F} I_{\lambda}\right) \leq \frac{\pi}{2}$. Hence $\left|\mu_{\lambda}\right| \leq\left|\mu_{\lambda_{0}}\right| \leq 2 k b$ for each $\lambda \in F$.

Let $c_{3}$ be a constant satisfying $c_{2}<c_{3}<1$, where $c_{2}$ is the constant from Corollary 11.

Theorem 13. Let $T: X \rightarrow X$ be a polynomially bounded operator with polynomial bound $k$, such that $\sigma(T) \supset \mathbb{T}$ and $T$ has no non-trivial closed invariant subspace. Let $f \in L^{1}$ be a non-negative function with $\|f\|_{1}=1$. Then there is an $n_{0}$ such that for any $n \geq n_{0}$ there exist $x_{n} \in X$ and $x_{n}^{*} \in X^{*}$ with $\left\|x_{n}\right\| \leq 1,\left\|x_{n}^{*}\right\| \leq 1$ and $\left\|T^{n} x_{n} \otimes x_{n}^{*}-M_{f}\right\|<c_{3}$.

Proof. Let $\varepsilon>0$ satisfy $\varepsilon<\frac{c_{3}-c_{2}}{2 \pi k^{2} b}$. Let

$$
\Lambda=\left\{\lambda \in \mathbb{D}: \text { there exists } u \in X \text { with }\|u\|=1 \text { and }\|(T-\lambda) u\|<\varepsilon(1-|\lambda|)^{2}\right\}
$$

which is an Apostol set, by Theorem 7 . Let $n \in \mathbb{N}$ be sufficiently large. By Corollary 11, there exist a finite set $F \subset \Lambda$ and numbers $\alpha_{\lambda}>0 \quad(\lambda \in F)$ such that $\left(I_{\lambda}\right)_{\lambda \in F}$ are pairwise disjoint, $\sum_{\lambda \in F} \alpha_{\lambda} \leq 1,|\lambda| \geq 3 / 4$ and $\left|\lambda^{n}-1\right| \leq 1 / 9 \quad(\lambda \in F)$ and

$$
\int_{-\pi}^{\pi}\left|\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)-f\left(e^{i t}\right)\right| \mathrm{d} t \leq c_{2} \int_{-\pi}^{\pi} f\left(e^{i t}\right) \mathrm{d} t=2 \pi c_{2}
$$

For $\lambda \in F$ write $\lambda=r_{\lambda} e^{i \theta_{\lambda}}$ with $r_{\lambda} \geq 0$ and $-\pi<\theta_{\lambda} \leq \pi$. For each $\lambda \in F$, fix $u_{\lambda} \in X$ with $\left\|u_{\lambda}\right\|=1$ such that $\left\|(T-\lambda) u_{\lambda}\right\|<\varepsilon(1-|\lambda|)^{2}$. Slightly perturbing and renorming the vectors $u_{\lambda}$ makes them linearly independent without affecting these inequalities. By the Zenger theorem, see Theorem A.5.3, there exist $x \in X$, $x^{*} \in X^{*}$ and numbers $\mu_{\lambda} \quad(\lambda \in F)$ such that $x=\sum_{\lambda \in F} \mu_{\lambda} u_{\lambda},\|x\| \leq 1,\left\|x^{*}\right\| \leq 1$ and $\left\langle\mu_{\lambda} u_{\lambda}, x^{*}\right\rangle=\alpha_{\lambda}$ for every $\lambda \in F$. By Lemma 12, we have the estimates $\left|\mu_{\lambda}\right| \leq 2 k b$. Let $g \in L^{1}$ be defined by $g\left(e^{i t}\right)=\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} P_{\lambda}(t)$.

We have

$$
\begin{aligned}
\left\|T^{n} x \otimes x^{*}-M_{f}\right\| & \leq\left\|\sum_{\lambda \in F} \mu_{\lambda} T^{n} u_{\lambda} \otimes x^{*}-M_{g}\right\|+\left\|M_{g}-M_{f}\right\| \\
& \leq \sup _{p \in \mathcal{P},\|p\| \leq 1}\left|\sum_{\lambda \in F}\left\langle\mu_{\lambda} T^{n} p(T) u_{\lambda}, x^{*}\right\rangle-\sum_{\lambda \in F} \alpha_{\lambda} \lambda^{n} p(\lambda)\right|+\|g-f\|_{1} \\
& \leq \sup _{p \in \mathcal{P},\|p\| \leq 1}\left|\sum_{\lambda \in F}\left\langle\mu_{\lambda}\left(T^{n} p(T)-\lambda^{n} p(\lambda)\right) u_{\lambda}, x^{*}\right\rangle\right|+c_{2} .
\end{aligned}
$$

The supremum can be estimated in a standard way. For $\lambda \in F$ and $p \in \mathcal{P}$ with $\|p\| \leq 1$, write

$$
z^{n} p(z)-\lambda^{n} p(\lambda)=(z-\lambda) q(\lambda)
$$

where $q \in \mathcal{P}$. Clearly,

$$
\|q\| \leq 2\|p\|(1-|\lambda|)^{-1} \leq 2(1-|\lambda|)^{-1}
$$

Then $\|q(T)\| \leq 2 k(1-|\lambda|)^{-1}$. Hence

$$
\begin{aligned}
\left\|\left(T^{n} p(T)-\lambda^{n} p(\lambda)\right) u_{\lambda}\right\| & =\left\|q(T)(T-\lambda) u_{\lambda}\right\| \leq\|q(T)\| \cdot\left\|(T-\lambda) u_{\lambda}\right\| \\
& \leq 2 k(1-|\lambda|)^{-1} \varepsilon(1-|\lambda|)^{2}=2 k \varepsilon(1-|\lambda|)
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\left\|T^{n} x_{n} \otimes x_{n}^{*}-M_{f}\right\| & \leq \sum_{\lambda \in F}\left|\mu_{\lambda}\right| \cdot 2 k \varepsilon(1-\mid \lambda)+c_{2} \\
& \leq \sum_{\lambda \in F} 4 k^{2} b \varepsilon(1-|\lambda|)+c_{2}=k^{2} b \varepsilon \cdot m\left(\bigcup_{\lambda \in F} I_{\lambda}\right)+c_{2} \\
& \leq 2 \pi k^{2} b \varepsilon+c_{2}<c_{3}
\end{aligned}
$$

Theorem 14. Let $T: X \rightarrow X$ be a polynomially bounded operator with polynomial bound $k$, suppose that $\left\|T^{n} x\right\| \rightarrow 0$ and $\left\|T^{* n} x^{*}\right\| \rightarrow 0$ for all $x \in X$ and $x^{*} \in X^{*}$. Suppose that $\sigma(T) \supset \mathbb{T}$ and $T$ has no non-trivial closed invariant subspace. Let $x_{1}, \ldots, x_{k} \in X, x_{1}^{*}, \ldots, x_{k}^{*} \in X^{*}, f \in L^{1}, f \geq 0$ and $\varepsilon>0$. Then there exist $u \in X$ and $u^{*} \in X^{*}$ such that
(i) $\left\|u \otimes u^{*}-M_{f}\right\| \leq c_{3} \cdot\|f\|_{1}$;
(ii) $\left\|u \otimes x_{j}^{*}\right\|<\varepsilon$ and $\left\|x_{j} \otimes u^{*}\right\|<\varepsilon$ for all $j=1, \ldots, k$;
(iii) $\|u\| \leq k\|f\|_{1}^{1 / 2}$ and $\left\|u^{*}\right\| \leq k\|f\|_{1}^{1 / 2}$.

Proof. Choose $n$ large enough such that $\left\|T^{n} x_{j}\right\| \cdot\|f\|_{1}^{1 / 2}<\varepsilon k^{-1},\left\|T^{* n} x_{j}^{*}\right\| \cdot\|f\|_{1}^{1 / 2}<$ $\varepsilon k^{-1} \quad(j=1, \ldots, k)$ and such that, by Theorem 13 , there exist $v \in X, v^{*} \in X^{*}$ with $\|v\| \leq\|f\|_{1}^{1 / 2},\left\|v^{*}\right\| \leq\|f\|_{1}^{1 / 2}$ and

$$
\left\|T^{2 n} v \otimes v^{*}-M_{f}\right\| \leq c_{3} \cdot\|f\|_{1}
$$

Set $u=T^{n} v$ and $u^{*}=T^{* n} v^{*}$. Then

$$
\left\|u \otimes u^{*}-M_{f}\right\|=\left\|T^{n} v \otimes T^{* n} v^{*}-M_{f}\right\|=\left\|T^{2 n} v \otimes v^{*}-M_{f}\right\| \leq c_{3}\|f\|_{1}
$$

For each $j=1, \ldots, k$ we have

$$
\left\|u \otimes x_{j}^{*}\right\|=\left\|T^{n} v \otimes x_{j}^{*}\right\|=\left\|v \otimes T^{* n} x_{j}^{*}\right\| \leq k\|v\| \cdot\left\|T^{* n} x_{j}^{*}\right\|<\varepsilon
$$

and similarly,

$$
\left\|x_{j} \otimes u^{*}\right\|=\left\|x_{j} \otimes T^{* n} v^{*}\right\|=\left\|T^{n} x_{j} \otimes v^{*}\right\| \leq k\left\|T^{n} x_{j}\right\| \cdot\left\|v^{*}\right\|<\varepsilon .
$$

Finally, $\|u\|=\left\|T^{n} v\right\| \leq k\|f\|_{1}^{1 / 2}$ and $\left\|u^{*}\right\|=\left\|T^{* n} v^{*}\right\| \leq k\|f\|_{1}^{1 / 2}$.

Fix a positive constant $C<1$ and a positive integer $N$ such that we have $c_{3}+\pi / N<C<1$. Set $\nu=e^{2 \pi i / N}$. For any $j=0, \ldots, N-1$, let $L_{j}$ be the set of all $z=r e^{i t}$ with $r>0$ and $-\pi / N \leq t-2 \pi j / N<\pi / N$.
Lemma 15. For any $f \in L^{1}$ there are non-negative functions $g_{0}, \ldots, g_{N-1} \in L^{1}$ such that $\|f\|_{1}=\sum_{j=0}^{N-1}\left\|g_{j}\right\|_{1}$ and

$$
\left\|f-\sum_{j=0}^{N-1} \nu^{j} g_{j}\right\|_{1} \leq \pi N^{-1}\|f\|_{1}
$$

Proof. We use the above notation. Fix a representative of $f$ and let $A_{j}=f^{-1}\left(L_{j}\right)=$ $\left\{z \in \mathbb{T}: f(z) \in L_{j}\right\}$. Then the sets $A_{0}, \ldots, A_{N-1}, f^{-1}(\{0\})$ form a measurable partition of $\mathbb{T}$. Set $g_{j}=|f| \chi_{j}$ where $\chi_{j}$ is the characteristic function of $A_{j}$. Let $\arg : \mathbb{C} \backslash\{0\} \rightarrow\langle 0,2 \pi)$ denote the argument. For all $j$ and $t \in(-\pi, \pi\rangle$ with $e^{i t} \in A_{j}$ we have

$$
\begin{aligned}
\left|f\left(e^{i t}\right)-\nu^{j} g_{j}\left(e^{i t}\right)\right| & =\left|f\left(e^{i t}\right)\right| \cdot\left|e^{i \arg f\left(e^{i t}\right)}-e^{i 2 \pi j / N}\right| \\
& \leq\left|f\left(e^{i t}\right)\right| \cdot\left|\arg f\left(e^{i t}\right)-2 \pi j N^{-1}\right| \leq\left|f\left(e^{i t}\right)\right| \pi N^{-1}
\end{aligned}
$$

Hence

$$
\left\|f-\sum_{j=0}^{N-1} \nu^{j} g_{j}\right\|_{1}=\sum_{j=0}^{N-1}\left\|f \chi_{j}-\nu^{j} g_{j}\right\|_{1} \leq \sum_{j=0}^{N-1}\left\|f \chi_{j}\right\|_{1} \cdot \pi N^{-1}=\pi N^{-1}\|f\|_{1}
$$

The equality $\|f\|_{1}=\sum_{j=0}^{N-1}\left\|g_{j}\right\|_{1}$ is obvious.
Theorem 16. Let $T: X \rightarrow X$ be a polynomially bounded operator of class $C_{00}$ with polynomial bound $k$. Suppose that $\sigma(T) \supset \mathbb{T}$ and $T$ has no non-trivial closed invariant subspace. Let $x \in X, x^{*} \in X^{*}$ and $h \in L^{1}$. Then there are $y \in X$ and $y^{*} \in X^{*}$ such that
(i) $\|y-x\| \leq N k\|h\|_{1}^{1 / 2}$;
(ii) $\left\|y^{*}-x^{*}\right\| \leq N k\|h\|_{1}^{1 / 2}$;
(iii) $\left\|y \otimes y^{*}-x \otimes x^{*}-M_{h}\right\| \leq C\|h\|_{1}$.

Proof. By Lemma 15, there are non-negative functions $g_{0}, \ldots, g_{N-1} \in L^{1}$ such that $\sum_{j=0}^{N-1}\left\|g_{j}\right\|_{1}=\|h\|_{1}$ and $\left\|h-\sum_{j=0}^{N-1} \nu^{j} g_{j}\right\|_{1} \leq \pi N^{-1}\|h\|_{1}$.

Let $\varepsilon$ be a positive number such that $c_{3}+\pi N^{-1}+N(N+1) \varepsilon<C$. By Theorem 14, find inductively vectors $u_{0}, \ldots, u_{N-1} \in X$ and $u_{0}^{*}, \ldots u_{N-1}^{*} \in X^{*}$ such that $\left\|u_{j}\right\| \leq k\left\|g_{j}\right\|_{1}^{1 / 2},\left\|u_{j}^{*}\right\| \leq k\left\|g_{j}\right\|_{1}^{1 / 2}$,

$$
\begin{aligned}
\left\|u_{j} \otimes u_{j}^{*}-M_{g_{j}}\right\| & \leq c_{3} \cdot\left\|g_{j}\right\|_{1} \\
\left\|u_{j} \otimes u_{k}^{*}\right\| & \leq \varepsilon\|h\|_{1} \quad(j \neq k) \\
\left\|x \otimes u_{j}^{*}\right\| & \leq \varepsilon\|h\|_{1} \\
\left\|u_{j} \otimes x^{*}\right\| & \leq \varepsilon\|h\|_{1} .
\end{aligned}
$$

Set $y=x+\sum_{j=0}^{N-1} \nu^{j} u_{j}$ and $y^{*}=x^{*}+\sum_{j=0}^{N-1} u_{j}^{*}$. Then

$$
\|y-x\| \leq \sum_{j=0}^{N-1} k\left\|g_{j}\right\|_{1}^{1 / 2} \leq N k\|h\|_{1}^{1 / 2}
$$

and

$$
\left\|y^{*}-x^{*}\right\| \leq \sum_{j=0}^{N-1} k\left\|g_{j}\right\|_{1}^{1 / 2} \leq N k\|h\|_{1}^{1 / 2}
$$

Further,

$$
\begin{aligned}
\| y & \otimes y^{*}-x \otimes x^{*}-M_{h} \| \\
& =\left\|\sum_{j=0}^{N-1} \nu^{j} u_{j} \otimes u_{j}^{*}+\sum_{j=0}^{N-1} x \otimes u_{j}^{*}+\sum_{j=0}^{N-1} \nu^{j} u_{j} \otimes x^{*}+\sum_{j \neq k} \nu^{j} u_{j} \otimes u_{k}^{*}-M_{h}\right\| \\
& \leq \sum_{j=0}^{N-1}\left\|\nu^{j} u_{j} \otimes u_{j}^{*}-M_{\nu^{j} g_{j}}\right\|+\left\|\sum_{j=0}^{N-1} \nu^{j} g_{j}-h\right\|_{1}+(2 N+N(N-1)) \varepsilon\|h\|_{1} \\
& \leq \sum_{j=0}^{N-1} c_{3}\left\|g_{j}\right\|_{1}+\pi N^{-1}\|h\|_{1}+N(N+1) \varepsilon\|h\|_{1} \\
& \leq\|h\|_{1}\left(c_{3}+\pi N^{-1}+N(N+1) \varepsilon\right) \leq C\|h\|_{1} .
\end{aligned}
$$

Theorem 17. Let $T: X \rightarrow X$ be a polynomially bounded operator of class $C_{00}$ on a complex Banach space $X$. Suppose that the spectrum of $T$ contains the unit circle. Then $T$ has a non-trivial closed invariant subspace.

Proof. Suppose on the contrary that $T$ has no non-trivial closed invariant subspace. We construct inductively convergent sequences $\left(x_{j}\right) \subset X$ and $\left(x_{j}^{*}\right) \subset X^{*}$ such that $\left\|x_{j} \otimes x_{j}^{*}-M_{1}\right\| \rightarrow 0$, where 1 denotes the constant function equal to 1 on $\mathbb{T}$.

Set $x_{0}=0$ and $x_{0}^{*}=0$. Let $\phi_{0}=x_{0} \otimes x_{0}^{*}-M_{1}$. Then $\left\|\phi_{0}\right\|=1<2$.
Suppose that we have already constructed vectors $x_{j} \in X$ and $x_{j}^{*} \in X^{*}$ such that $\left\|\phi_{j}\right\|<2 C^{j}$ where $\phi_{j}=x_{j} \otimes x_{j}^{*}-M_{1}$. By Theorem 1, there exists $h \in L^{1}$ representing the functional $\phi_{j}$. Moreover, we can assume that $\|h\|_{1}<2 C^{j}$. By Theorem 16, there are $x_{j+1} \in X$ and $x_{j+1}^{*} \in X^{*}$ such that

$$
\begin{aligned}
\left\|x_{j+1}-x_{j}\right\| & \leq k N\|h\|^{1 / 2} \leq \sqrt{2} k N C^{j / 2} \\
\left\|x_{j+1}^{*}-x_{j}^{*}\right\| & \leq k N\|h\|^{1 / 2} \leq \sqrt{2} k N C^{j / 2}
\end{aligned}
$$

and for $\phi_{j+1}:=x_{j+1} \otimes x_{j+1}^{*}-M_{1}$ we have

$$
\left\|\phi_{j+1}\right\|=\left\|x_{j+1} \otimes x_{j+1}^{*}-x_{j} \otimes x_{j}^{*}+\phi_{j}\right\| \leq C\|h\|_{1}<2 C^{j+1}
$$

Clearly $\left(x_{j}\right)$ and $\left(x_{j}^{*}\right)$ are Cauchy sequences. Let $x=\lim x_{j}$ and $x^{*}=\lim x_{j}^{*}$. For each polynomial $p$ with $\|p\|=1$ we have

$$
\begin{aligned}
& \left|\left\langle p(T) x_{j}, x_{j}^{*}\right\rangle-\left\langle p(T) x, x^{*}\right\rangle\right| \\
& \quad \leq\left|\left\langle\mid p(T) x_{j}, x_{j}^{*}\right\rangle-\left\langle p(T) x_{j}, x^{*}\right\rangle\right|+\left|\left\langle p(T) x_{j}, x^{*}\right\rangle-\left\langle p(T) x, x^{*}\right\rangle\right| \\
& \quad \leq k\left\|x_{j}\right\| \cdot\left\|x^{*}-x_{j}^{*}\right\|+k\left\|x_{j}-x\right\| \cdot\left\|x^{*}\right\| \rightarrow 0
\end{aligned}
$$

uniformly on the unit ball in $\mathcal{P}$. Thus $x \otimes x^{*}=\lim _{j \rightarrow \infty} x_{j} \otimes x_{j}^{*}=M_{1}$ and $\left\langle p(T) x, x^{*}\right\rangle=p(0)$ for each polynomial $p$. This implies that $T$ has a non-trivial invariant subspace. Indeed, either $T x=0$ (in this case $x$ generates a 1-dimensional invariant subspace) or the vectors $T^{k} x \quad(k \geq 1)$ generate a non-trivial closed invariant subspace.

As before, the assumption that $T \in C_{00}$ can be omitted (at least for reflexive Banach spaces). By using a refined version of the Zenger theorem it is possible to replace the $C_{00}$ condition by the weaker $C_{0}$. condition (for any Banach space).

By a standard technique (cf. Theorem 6 or 39.18), it is possible to omit then the $C_{0}$. condition. Thus it is possible to prove the following result (we omit the details).
Theorem 18. Let $T \in \mathcal{B}(X)$ be a polynomially bounded operator satisfying $\sigma(T) \supset$ $\mathbb{T}$. Then $T^{*}$ has a non-trivial invariant subspace. In particular, if the space $X$ is reflexive, then $T$ itself has a non-trivial closed invariant subspace.

Since any contraction on a Hilbert space is polynomially bounded by the von Neumann inequality, we have

Corollary 19. Let $T$ be a contraction on a Hilbert space satisfying $\sigma(T) \supset \mathbb{T}$. Then $T$ has a non-trivial closed invariant subspace.

## 41 Kaplansky's type theorems

Many results in operator theory connect local properties of an operator on a Banach space with its global properties. A trivial example, which is in some sense a prototype of this type of results, is the following observation: an operator $T \in \mathcal{B}(X)$ is locally nilpotent (i.e., for every $x \in X$ there exists $n \in \mathbb{N}$ such that $T^{n} x=0$ ) if and only if it is nilpotent. This observation is an immediate consequence of the Baire category theorem.

An approximate version of this result was proved in Section 14: an operator $T \in \mathcal{B}(X)$ is quasinilpotent (i.e., $r(T)=0$ ) if and only if it is locally quasinilpotent (i.e., $r_{x}(T)=\lim \sup _{k \rightarrow \infty}\left\|T^{k} x\right\|^{1 / k}=0$ for all $x \in X$ ).

The classical Kaplansky theorem considers polynomials instead of the powers:
Theorem 1. (Kaplansky) Let $T \in \mathcal{B}(X)$. Then $T$ is algebraic (i.e., $p(T)=0$ for some non-zero polynomial $p$ ) if and only if it is locally algebraic (i.e., for every $x \in X$ there exists a non-zero polynomial $p$ such that $p(T) x=0$ ).

The main result of this section is an analogous statement for $n$-tuples of operators. An approximate version of the Kaplansky theorem will be proved in the next section.

Theorem 2. Let $Y, Z$ be Banach spaces, let $\left(T_{j}\right)_{j \geq 1}$ be a finite or countable infinite family of operators from $Y$ to $Z$. Suppose that for each $y \in Y$ the set $\left\{T_{j} y: j=\right.$ $1,2, \ldots\}$ is linearly dependant. Then there exists a non-trivial linear combination of operators $T_{j}$ that is a finite-rank operator.

Proof. For each $j$ let

$$
M_{j}=\left\{T_{j}+\sum_{i=1}^{j-1} \alpha_{i} T_{i}: \alpha_{1}, \ldots, \alpha_{j-1} \in \mathbb{C}\right\} \subset \mathcal{B}(Y, Z)
$$

Let $F$ be a finite-dimensional subspace of $Z$. For $j=1,2, \ldots$ set

$$
Y_{F, j}=\bigcup_{S \in M_{j}} S^{-1} F
$$

By assumption, we have $Y=\bigcup_{j} Y_{F, j}$, so there exists $k=k(F)$ such that $Y_{F, k}$ is of the second category and $Y_{F, l}$ is of the first category for $l<k$. Choose a finite-dimensional subspace $F \subset Z$ such that

$$
k=k(F)=\min \{k(G): G \subset Z, \operatorname{dim} G<\infty\} .
$$

For $s \in \mathbb{N}$ let

$$
M_{k}^{(s)}=\left\{T_{k}+\sum_{i=1}^{k-1} \alpha_{i} T_{i}: \alpha_{i} \in \mathbb{C}, \sum_{i=1}^{k-1}\left|\alpha_{i}\right| \leq s\right\} \quad \text { and } \quad Y_{F, k}^{(s)}=\bigcup_{S \subset M_{k}^{(s)}} S^{-1} F .
$$

Thus $M_{k}=\bigcup_{s=1}^{\infty} M_{k}^{(s)}$, and so $Y_{F, k}=\bigcup_{s=1}^{\infty} Y_{F, k}^{(s)}$.
We prove that the set $Y_{F, k}^{(s)}$ is closed for all $s$. Let $y_{j} \in Y_{F, k}^{(s)} \quad(j=1,2, \ldots)$ and $y_{j} \rightarrow y \in Y$. Then there exist operators $S_{j} \in M_{k}^{(s)}$ such that $S_{j} y_{j} \in F$. It is easy to see that there exists a subsequence $S_{j_{r}}$ and an operator $S \in M_{k}^{(s)}$ such that

$$
\lim \left\|S_{j_{r}}-S\right\|=0
$$

Then

$$
S y=\lim _{r \rightarrow \infty} S_{j_{r}} y=\lim _{r \rightarrow \infty}\left(S_{j_{r}} y_{j_{r}}+S_{j_{r}}\left(y-y_{j_{r}}\right)\right)=\lim _{r \rightarrow \infty} S_{j_{r}} y_{j_{r}} \in F,
$$

and so $y \in Y_{F, k}^{(s)}$.
Thus there exist $s \in \mathbb{N}$ and a non-empty open subset $U \subset Y_{F, k}^{(s)}$. Since $\bigcup_{l<k} Y_{F, l}$ is a set of the first category, there exists $w \in U \backslash \bigcup_{l<k} Y_{F, l}$. Let $\varepsilon>0$ satisfy

$$
\{y \in Y:\|y-w\|<\varepsilon\} \subset Y_{F, k}^{(s)} \subset Y_{F, k} .
$$

Let $S_{1}=T_{k}+\sum_{i=1}^{k-1} \alpha_{i} T_{i}$ be an operator such that

$$
\begin{equation*}
S_{1} w \in F \tag{1}
\end{equation*}
$$

Denote by $F^{\prime}$ the subspace of $Z$ generated by $F$ and by the elements $T_{i} w \quad(i=$ $1, \ldots, k)$. Obviously, $\operatorname{dim} F^{\prime}<\infty$. Set $V=Y_{F, k} \backslash \bigcup_{l<k} Y_{F^{\prime}, l}$. It follows from the choice of the subspace $F$ that the set $V$ is of the second category.

Let $v \in V$. Then $v \in Y_{F, k}$, and so there exists $S_{2}=T_{k}+\sum_{i=1}^{k-1} \beta_{i} T_{i}$ such that

$$
\begin{equation*}
S_{2} v \in F \tag{2}
\end{equation*}
$$

Since $w \in U \subset Y_{F, k}^{(s)}$ and $U$ is open, there exists a non-zero complex number $\lambda$ such that $w+\lambda v \in Y_{F, k}^{(s)}$. Thus there exists an operator $S_{3}=T_{k}+\sum_{i=1}^{k-1} \gamma_{i} T_{i}$ such that

$$
\begin{equation*}
S_{3}(w+\lambda v) \in F \tag{3}
\end{equation*}
$$

Thus $S_{3} v=\lambda^{-1}\left(S_{3}(w+\lambda v)-S_{3} w\right) \in F^{\prime}$ and, by $(2),\left(S_{3}-S_{2}\right) v \in F^{\prime}$, where $S_{3}-S_{2}=\sum_{i=1}^{k-1}\left(\gamma_{i}-\beta_{i}\right) T_{i}$. Since $v \notin \bigcup_{l<k} Y_{F^{\prime}, l}$, we have $\gamma_{i}=\beta_{i} \quad(i=1, \ldots, k-1)$. So $S_{3}=S_{2}$.

Thus $S_{3} v=S_{2} v \in F$ a $S_{3} w \in F$ by (3). Further, $\left(S_{3}-S_{1}\right) w \in F$, where

$$
S_{3}-S_{1}=\sum_{i=1}^{k-1}\left(\gamma_{i}-\alpha_{i}\right) T_{i}
$$

Since $w \notin \bigcup_{l<k} Y_{F, l}$, we get $S_{3}-S_{1}=0$, and so $S_{3}=S_{1}$. Hence $S_{1} v \in F$ for all $v \in V$. The preimage $S_{1}^{-1} F$ is a closed subspace of $Y$ which is of the second category since $S_{1}^{-1} F \supset V$. Thus $S_{1}^{-1} F=Y, S_{1} Y \subset F$ and $S_{1}$ is a finite-rank operator.

For $n \in \mathbb{N}$ denote by $\mathcal{P}(n)$ the set of all polynomials in $n$ variables.
Definition 3. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$. We say that the $n$-tuple $A$ is algebraic, if $p(A)=0$ for some nonzero polynomial $p \in \mathcal{P}(n)$. We say that $A$ is locally algebraic if, for each $x \in X$, there exists a non-zero polynomial $p_{x} \in \mathcal{P}(n)$ such that $p_{x}(A) x=0$.

Corollary 4. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Then $A$ is algebraic if and only if it is locally algebraic.

Proof. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a locally algebraic $n$-tuple. Consider the countable set $\left\{A^{\alpha}: \alpha \in \mathbb{Z}_{+}^{n}\right\} \subset \mathcal{B}(X)$. By Theorem 2 , there exists a non-zero polynomial $p \in \mathcal{P}(n)$ such that $p(A)$ is of finite rank. Hence $(q \circ p)(A)=0$, where $q \in \mathcal{P}(1)$ is the characteristic polynomial of the finite-dimensional operator $p(A) \mid \operatorname{Ran}(p(A))$.
Theorem 5. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X$, which is not algebraic. Then there exist points $x_{1}, x_{2},, \cdots \in X$ such that $\sum_{i=1}^{k} p_{i}(A) x_{i} \neq 0$ for all $k \in \mathbb{N}$ and all $k$-tuples of polynomials $p_{1}, \ldots$, $p_{k} \in \mathcal{P}(n)$, that are not all equal to zero.

Proof. Suppose on the contrary that for each sequence $x_{1}, x_{2}, \ldots$ of elements of $X$ there exist $k$ and polynomials $p_{1}, \ldots, p_{k} \in \mathcal{P}(n),\left(p_{1}, \ldots, p_{k}\right) \neq(0, \ldots, 0)$ such that $\sum_{i=1}^{k} p_{i}(A) x_{i}=0$.

Denote by $Y=l^{\infty}(X)$ the space of all bounded sequences of elements of $X$ with the sup-norm. For $k \in \mathbb{N}$ and $\alpha \in \mathbb{Z}_{+}^{n}$ let $S_{k, \alpha}: Y \rightarrow X$ be the operator defined by $S_{k, \alpha}\left(\left\{x_{i}\right\}_{i=1}^{\infty}\right)=A^{\alpha} x_{k}$.

By Theorem 2, there exists a finite-dimensional subspace $F \subset X, k \in \mathbb{N}$ and polynomials $p_{1}, \ldots, p_{k} \in \mathcal{P}(n),\left(p_{1}, \ldots, p_{k}\right) \neq(0, \ldots, 0)$ such that $\sum_{i=1}^{k} p_{i}(A) x_{i} \in$ $F$ for each sequence $\left\{x_{i}\right\}_{i=1}^{\infty} \in l^{\infty}(X)$. Choose $j \in\{1, \ldots, k\}$ such that $p_{j} \neq 0$. For $x_{1}=\cdots=x_{j-1}=0=x_{j+1}=\cdots=x_{k}$ we have $p_{j}(A) x_{j} \in F$ for all $x_{j} \in X$, i.e., $p_{j}(A)$ is a finite-rank operator. As in the proof of Corollary 4 we get that $A$ is an algebraic $n$-tuple.

## 42 Polynomial orbits and local capacity

Recall that $\mathcal{P}(n)$ denotes the set of all polynomials in $n$ variables and $\mathcal{P}_{k}(n)$ the set of all polynomials of degree $\leq k$ of $n$ variables.

By a polynomial orbit of an operator $T \in \mathcal{B}(X)$ at $x \in X$ we mean the set $\{p(T) x: p \in \mathcal{P}(1)\}$.

In this section we generalize some results concerning orbits. We prove that there are always points $x \in X$ such that $\|p(T) x\|$ is "large" for all polynomials $p$. The results are also formulated for $n$-tuples of commuting operators. Further, we introduce the local capacity of operators and prove an approximate version of the Kaplansky theorem.

Lemma 1. Let $X$ be a Banach space, let $E \subset X$ and $\mathcal{M} \subset \mathcal{B}(X)$ be finitedimensional subspaces and let $\varepsilon>0$. Then there exists a subspace $Y \subset X$ of finite codimension such that

$$
\|S(e+y)\| \geq(1-\varepsilon) \max \{\|S e\|,\|S y\| / 2\}
$$

for all $e \in E, y \in Y$ and $S \in \mathcal{M}$.
Proof. Let $T_{1}, \ldots, T_{k}$ be a basis of $\mathcal{M} \subset \mathcal{B}(X)$. Set $E_{1}=\bigvee_{i=1}^{k} T_{i} E$. By Lemma 37.6, there exists a subspace $Y_{1} \subset X$ of finite codimension such that

$$
\|e+y\| \geq(1-\varepsilon) \max \{\|e\|,\|y\| / 2\} \quad\left(e \in E_{1}, y \in Y_{1}\right)
$$

Set $Y=\bigcap_{i=1}^{k} T_{i}^{-1} Y_{1}$. Then $\operatorname{codim} Y<\infty$. For $e \in E, y \in Y$ and $S \in \mathcal{M}$ we have $S e \in E_{1}$ and $S y \in Y_{1}$, so

$$
\|S(e+y)\| \geq(1-\varepsilon) \max \{\|S e\|,\|S y\| / 2\}
$$

Lemma 2. Let $A=\left(A_{1}, \ldots, A_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$, let $(0, \ldots, 0) \in \sigma_{\pi e}(A), \varepsilon>0$, let $E, Y$ be subspaces of $X$ such that $\operatorname{dim} E<\infty$ and $\operatorname{codim} Y<\infty$. Then there exists a vector $u \in Y$ of
norm 1 such that

$$
\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right)(e+u)\right\| \geq \frac{1-\varepsilon}{2}
$$

for all $e \in E$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$.
Proof. Let $\mathcal{M}$ be the subspace of $\mathcal{B}(X)$ generated by the operators $A_{1}, \ldots, A_{n}$; without loss of generality we can assume that these operators are linearly independent. Denote by $\mathcal{M}_{1}$ the set of all finite-rank operators in $\mathcal{M}, \mathcal{M}_{1}=\mathcal{M} \cap \mathcal{F}(X)$. Let $\mathcal{M}_{2}$ be a complement of $\mathcal{M}_{1}$ in $\mathcal{M}$, i.e., $\mathcal{M}_{1} \cap \mathcal{M}_{2}=\{0\}$ and $\mathcal{M}_{1}+\mathcal{M}_{2}=\mathcal{M}$. Let $S_{1}, \ldots, S_{k}$ be a basis in $\mathcal{M}_{2}$ and $S_{k+1}, \ldots, S_{n}$ a basis in $\mathcal{M}_{1}$.

Let $\varepsilon^{\prime}$ be a positive number satisfying $\frac{\left(1-\varepsilon^{\prime}\right)^{3}}{1+\varepsilon^{\prime}} \geq 1-\varepsilon$ and $\varepsilon^{\prime}<1$. By Lemma 1 , there exists a subspace $Y_{1} \subset X$ of finite codimension such that

$$
\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right)(e+y)\right\| \geq \frac{1-\varepsilon^{\prime}}{2}\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right) y\right\|
$$

for all $e \in E, y \in Y_{1}$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$. Clearly, we can assume that $Y_{1} \subset$ $Y \cap \bigcap_{i=k+1}^{n} \operatorname{Ker} S_{i}$ since codim Ker $S_{i}<\infty$ for $k+1 \leq i \leq n$. Thus $S \mid Y_{1}=0$ for all $S \in \mathcal{M}_{1}$.

By Theorem 41.2, there exists $y_{1} \in Y_{1}$ of norm 1 such that the vectors $S_{1} y_{1}, \ldots, S_{k} y_{1}$ are linearly independent (otherwise there would be a non-zero operator in $\mathcal{M}_{2}$ of finite rank).

For $\beta_{1}, \ldots, \beta_{n} \in \mathbb{C}^{n}$ consider the norms $\sum_{j=1}^{k}\left|\beta_{j}\right|$ and $\left\|\sum_{j=1}^{k} \beta_{j} S_{j} y_{1}\right\|$. These two norms are equivalent, so there exists a positive constant $c$ such that

$$
\left\|\sum_{j=1}^{k} \beta_{j} S_{j} y_{1}\right\| \geq c \cdot \sum_{j=1}^{k}\left|\beta_{j}\right|
$$

for all $\beta_{1}, \ldots, \beta_{k} \in \mathbb{C}$.
By Lemma 1, there is a subspace $Y_{2} \subset X$ of finite codimension such that
$\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right)(e+y)\right\| \geq\left(1-\varepsilon^{\prime}\right) \max \left\{\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right) e\right\|, \frac{1}{2}\left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{i}\right) y\right\|\right\}$
for all $e \in E \vee\left\{y_{1}\right\} \vee\left\{S y_{1}: S \in \mathcal{M}\right\}, y \in Y_{2}$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$. We can assume that $Y_{2} \subset Y_{1} \subset Y$.

Since $(0, \ldots, 0) \in \sigma_{\pi e}(A)$ and the operators $S_{1}, \ldots, S_{n}$ are linear combinations of $A_{1}, \ldots, A_{n}$, we also have $(0, \ldots, 0) \in \sigma_{\pi e}\left(S_{1}, \ldots, S_{n}\right)$ and there exists a vector $y_{2} \in Y_{2}$ of norm 1 such that

$$
\left\|S_{i} y_{2}\right\|<c \varepsilon^{\prime 2} \quad(i=1, \ldots, n)
$$

Set $u=\frac{y_{2}+\varepsilon^{\prime} y_{1}}{\left\|y_{2}+\varepsilon^{\prime} y_{1}\right\|}$. Obviously, $u \in Y_{1}$ and $\|u\|=1$.
Let $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$. Then $\sum_{i=1}^{n} \alpha_{i} A_{i}=\sum_{j=1}^{n} \beta_{j} S_{j}$ for some $\beta_{1}, \ldots, \beta_{n} \in \mathbb{C}$. Let $e \in E$.

We distinguish two cases:
(a) Let $\sum_{j=1}^{k}\left|\beta_{j}\right| \leq \frac{1}{c \varepsilon^{\prime}}$. Then

$$
\begin{aligned}
& \left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{j}\right)(e+u)\right\|=\left\|\left(I+\sum_{j=1}^{n} \beta_{j} S_{j}\right)\left(e+\frac{\varepsilon^{\prime} y_{1}+y_{2}}{\left\|\varepsilon^{\prime} y_{1}+y_{2}\right\|}\right)\right\| \\
& \quad \geq \frac{1-\varepsilon^{\prime}}{2\left\|\varepsilon^{\prime} y_{1}+y_{2}\right\|}\left\|\left(I+\sum_{j=1}^{n} \beta_{j} S_{j}\right) y_{2}\right\| \geq \frac{1-\varepsilon^{\prime}}{2\left(1+\varepsilon^{\prime}\right)}\left(\left\|y_{2}\right\|-\left\|\sum_{j=1}^{n} \beta_{j} S_{j} y_{2}\right\|\right) \\
& \quad \geq \frac{1-\varepsilon^{\prime}}{2\left(1+\varepsilon^{\prime}\right)}\left(1-\sum_{j=1}^{n}\left|\beta_{j}\right| \cdot \max \left\{\left\|S_{j} y_{2}\right\|: 1 \leq j \leq k\right\}\right) \geq \frac{\left(1-\varepsilon^{\prime}\right)^{2}}{2\left(1+\varepsilon^{\prime}\right)} \geq \frac{1-\varepsilon}{2} .
\end{aligned}
$$

(b) Let $\sum_{j=1}^{k}\left|\beta_{j}\right|>\frac{1}{c \varepsilon^{\prime}}$. Then

$$
\begin{aligned}
& \left\|\left(I+\sum_{i=1}^{n} \alpha_{i} A_{j}\right)(e+u)\right\|=\left\|\left(I+\sum_{j=1}^{n} \beta_{j} S_{j}\right)\left(e+\frac{\varepsilon^{\prime} y_{1}+y_{2}}{\left\|e^{\prime} y_{1}+y_{2}\right\|}\right)\right\| \\
& \quad \geq\left(1-\varepsilon^{\prime}\right)\left\|\left(I+\sum_{j=1}^{n} \beta_{j} S_{j}\right)\left(e+\frac{\varepsilon^{\prime} y_{1}}{\left\|\varepsilon^{\prime} y_{1}+y_{2}\right\|}\right)\right\| \\
& \quad \geq \frac{\left(1-\varepsilon^{\prime}\right)^{2} \varepsilon^{\prime}}{2\left\|\varepsilon^{\prime} y_{1}+y_{2}\right\|}\left\|\left(I+\sum_{j=1}^{n} \beta_{j} S_{j}\right) y_{1}\right\| \geq \frac{\left(1-\varepsilon^{\prime}\right)^{2} \varepsilon^{\prime}}{2\left(1+\varepsilon^{\prime}\right)}\left(\left\|\sum_{j=1}^{k} \beta_{j} S_{j} y_{1}\right\|-\left\|y_{1}\right\|\right) \\
& \quad \geq \frac{\left(1-\varepsilon^{\prime}\right)^{2} \varepsilon^{\prime}}{2\left(1+\varepsilon^{\prime}\right)}\left(c \sum_{j=1}^{k}\left|\beta_{j}\right|-1\right) \geq \frac{\left(1-\varepsilon^{\prime}\right)^{2} \varepsilon^{\prime}}{2\left(1+\varepsilon^{\prime}\right)} \cdot\left(\frac{1}{\varepsilon^{\prime}}-1\right)>\frac{1-\varepsilon}{2} .
\end{aligned}
$$

Corollary 3. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a commuting $n$-tuple of operators on a Banach space $X, \lambda \in \sigma_{\pi e}(A), k \in \mathbb{N}$ and $\varepsilon>0$. Let $E, Y$ be subspaces of $X$ such that $\operatorname{dim} E<\infty$ and $\operatorname{codim} Y<\infty$. Then there exists a vector $u \in Y$ of norm 1 such that

$$
\|p(T)(e+u)\| \geq \frac{1-\varepsilon}{2}|p(\lambda)|
$$

for all $e \in E$ and $p \in \mathcal{P}_{k}(n)$.
Proof. Without loss of generality we can assume that $\lambda=(0, \ldots, 0)$. Consider the tuple $A$ formed by the operators $T^{\alpha} \quad\left(\alpha \in \mathbb{Z}_{+}^{n}, 1 \leq|\alpha| \leq k\right)$. Then $(0, \ldots, 0) \in$ $\sigma_{\pi e}(A)$ and the statement follows from the previous lemma.

Corollary 3 gives the existence of a point $u \in X$ of norm 1 such that $\|p(T) u\|$ is "large" for all polynomials $p$ with $\operatorname{deg} p \leq k$. The estimate is given in terms of $|p(\lambda)|$ where $\lambda$ is a given point of $\sigma_{\pi e}(T)$.

Our goal is to give an estimate of $\|p(T) u\|$ in terms of $\max \{|p(\lambda)|: \lambda \in$ $\left.\sigma_{\pi e}(T)\right\}$. By the spectral mapping theorem we have

$$
\begin{aligned}
\max \left\{|p(\lambda)|: \lambda \in \sigma_{\pi e}(T)\right\} & =\max \left\{|\mu|: \mu \in \sigma_{\pi e}(p(T))\right\} \\
& =\max \left\{|\mu|: \mu \in \sigma_{e}(p(T))\right\}=r_{e}(p(T))
\end{aligned}
$$

The next lemma enables us to reduce a general compact set to a finite set.
Lemma 4. Let $n, k$ be positive integers and $K \subset \mathbb{C}^{n}$ a non-empty compact set. Then there exists a finite subset $K^{\prime} \subset K$ with card $K^{\prime}=m \leq\binom{ n+k}{n}$ such that

$$
\|p\|_{K} \leq m \cdot\|p\|_{K^{\prime}}
$$

for each polynomial $p \in \mathcal{P}_{k}(n)$.
Proof. Let $L=\left\{p \in \mathcal{P}_{k}(n):\|p\|_{K}=0\right\}$ and let $M$ be a complementary space of $L$ in $\mathcal{P}_{k}(n)$, i.e., $M \cap L=\{0\}$ and $M+L=\mathcal{P}_{k}(n)$. Let $m=\operatorname{dim} M \leq$ $\operatorname{dim} \mathcal{P}_{k}(n)=\binom{n+k}{n}$ and let $q_{1}, \ldots, q_{m} \in M$ be a basis of $M$. For $x_{1}, \ldots, x_{m} \in K$ define $V\left(x_{1}, \ldots, x_{m}\right)=\operatorname{det}\left(q_{i}\left(x_{j}\right)\right)_{i, j=1}^{m}$. The polynomials $q_{1}, \ldots, q_{m}$ are linearly independent on $K$, so there exist points $x_{1}, \ldots, x_{m} \in K$ such that the matrix $\left(q_{i}\left(x_{j}\right)\right)_{i, j=1}^{m}$ is regular, i.e., $V\left(x_{1}, \ldots, x_{m}\right) \neq 0$. Choose $k_{1}, \ldots, k_{m} \in K$ such that

$$
\left|V\left(k_{1}, \ldots, k_{m}\right)\right|=\max \left\{\left|V\left(y_{1}, \ldots, y_{m}\right)\right|: y_{1}, \ldots, y_{m} \in K\right\}
$$

Then $V\left(k_{1}, \ldots, k_{m}\right) \neq 0$. For $j=1, \ldots, m$ define polynomials $L^{(j)} \in \mathcal{P}_{k}(n)$ by

$$
L^{(j)}(z)=V\left(k_{1}, \ldots, k_{j-1}, z, k_{j+1}, \ldots, k_{m}\right) / V\left(k_{1}, \ldots, k_{m}\right)
$$

Evidently, $\left|L^{(j)}(z)\right| \leq 1$ for all $z \in K$. The polynomials $L^{(j)}$ are linear combinations of the polynomials $q_{1}, \ldots, q_{m}$, and so $L^{(j)} \in M \quad(j=1, \ldots, m)$. Further, $L^{(j)}\left(k_{i}\right)=\delta_{i j}$ (the Kronecker symbol), so the polynomials $L^{(1)}, \ldots, L^{(m)}$ are linearly independent and each polynomial $p \in M$ is a linear combination of them. Obviously,

$$
p(z)=\sum_{j=1}^{m} p\left(k_{j}\right) L^{(j)}(z) \quad(p \in M, z \in K) .
$$

Set $K^{\prime}=\left\{k_{1}, \ldots, k_{m}\right\}$. Each polynomial $p \in \mathcal{P}_{k}(n)$ can be written in the form $p=p_{1}+p_{2}$ for some $p_{1} \in L$ and $p_{2} \in M$, and $p_{2}=\sum_{j=1}^{m} p_{2}\left(k_{j}\right) L^{(j)}$. Hence

$$
\begin{aligned}
\|p\|_{K}=\left\|p_{2}\right\|_{K} & =\max \left\{\left|\sum_{j=1}^{m} p_{2}\left(k_{j}\right) L^{(j)}(z)\right|: z \in K\right\} \\
& \leq \sum_{j=1}^{m}\left|p_{2}\left(k_{j}\right)\right| \leq m \cdot\|p\|_{K^{\prime}}
\end{aligned}
$$

Theorem 5. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$, let $k \in \mathbb{N}$ and $\varepsilon>0$. Let $Y$ be a subspace of $X$ with $\operatorname{codim} Y<\infty$. Then there exists $y \in Y$ of norm 1 such that

$$
\|p(T) y\| \geq \frac{(1-\varepsilon)}{2}\binom{n+k}{n}^{-2} r_{e}(p(T))
$$

for all polynomials $p \in \mathcal{P}_{k}(n)$.
Proof. Set $K=\sigma_{\pi e}(T)$. As noted above, for each $p \in \mathcal{P}_{k}(n)$ we have

$$
\|p\|_{K}=\max \left\{|p(z)|: z \in \sigma_{\pi e}(T)\right\}=\max \left\{|p(z)|: z \in \sigma_{e}(T)\right\}=r_{e}(p(T))
$$

By the previous lemma, there exist elements $\lambda_{1}, \ldots, \lambda_{m} \in K, m \leq\binom{ n+k}{n}$ such that

$$
\|p\|_{K} \leq m \cdot \max \left\{\left|p\left(\lambda_{i}\right)\right|: i=1, \ldots, m\right\}
$$

for all $p \in \mathcal{P}_{k}(n)$. We construct points $y_{1}, \ldots, y_{m} \in Y$ inductively. Suppose that $0 \leq j<m$ and that the points $y_{1}, \ldots, y_{j}$ have already been found. Set $E_{j}=$ $\bigvee\left\{p(T) y_{i}: p \in \mathcal{P}_{k}(n), 1 \leq i \leq j\right\}$. By Lemma 1 , there is a subspace $Y_{j} \subset X$ of finite codimension such that

$$
\|p(T)(e+y)\| \geq\left(1-\frac{\varepsilon}{2}\right) \max \left\{\|p(T) e\|, \frac{1}{2}\|p(T) y\|\right\}
$$

for all $e \in E_{j}, y \in Y_{j}$ and $p \in \mathcal{P}_{k}(n)$.
By Corollary 3, there is a vector $y_{j+1} \in Y \cap \bigcap_{i=1}^{j} Y_{i}$ of norm 1 such that

$$
\left\|p(T)\left(e+y_{j+1}\right)\right\| \geq \frac{1-\varepsilon / 2}{2}\left|p\left(\lambda_{j+1}\right)\right|
$$

for all $e \in E_{j}, p \in \mathcal{P}_{k}(n)$.
Let $y_{1}, \ldots, y_{m}$ be constructed in the above-described way.
Set $y=a^{-1} \sum_{i=1}^{m} y_{i}$, where $a=\left\|\sum_{i=1}^{m} y_{i}\right\|$. We have $a \geq 1-\varepsilon / 2$ since $y_{1} \in E_{1}$ and $\sum_{i=2}^{m} y_{i} \in Y_{1}$. Further, $a \leq m$. Obviously, $y \in Y$ and $\|y\|=1$. Let $p \in \mathcal{P}_{k}(n)$ and $1 \leq j \leq m$. We have

$$
\begin{aligned}
\|p(T) y\| & =a^{-1}\left\|\sum_{i=1}^{m} p(T) y_{i}\right\| \geq\left(1-\frac{\varepsilon}{2}\right) m^{-1}\left\|\sum_{i=1}^{j} p(T) y_{i}\right\| \\
& \geq\left(1-\frac{\varepsilon}{2}\right)^{2} \cdot \frac{1}{2 m}\left|p\left(\lambda_{j}\right)\right| \geq \frac{1-\varepsilon}{2 m}\left|p\left(\lambda_{j}\right)\right|
\end{aligned}
$$

Thus

$$
\begin{aligned}
\|p(T) y\| & \geq \frac{1-\varepsilon}{2 m} \max \left\{\left|p\left(\lambda_{j}\right)\right|: j=1, \ldots, m\right\} \\
& \geq \frac{1-\varepsilon}{2 m^{2}}\|p\|_{K}=\frac{1-\varepsilon}{2 m^{2}} r_{e}(p(T)) .
\end{aligned}
$$

It is easy to see that for Hilbert space operators it is possible to obtain a better estimate in the preceding theorem. In fact, using a Dvoretzky's type result enables us to generalize this improved estimate to Banach spaces, see C.42.1.

Theorem 6. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$, let $x \in X$ and $\varepsilon>0$. Then there exists $y \in X$ and a constant $C=C(\varepsilon)$ such that $\|y-x\|<\varepsilon$ and

$$
\|p(T) y\| \geq C(1+\operatorname{deg} p)^{-(2 n+\varepsilon)} r_{e}(p(T))
$$

for all polynomials $p \in \mathcal{P}(n)$.
Proof. Find $k_{0} \geq 1$ such that $\sum_{i=k_{0}}^{\infty} \frac{1}{i^{2}}<\varepsilon, 2^{k_{0}} \geq n$ and $k^{2} \leq 2^{\varepsilon(k-1)} \quad\left(k \geq k_{0}\right)$. Set $C=\frac{1}{8 k_{0}^{2}}\left(n+2^{k_{0}}\right)^{-2 n}$. Choose positive numbers $\varepsilon_{i} \quad\left(i \geq k_{0}\right)$ such that $\varepsilon_{i}<1$ and $\prod_{i=k_{0}}^{\infty}\left(1-\varepsilon_{i}\right) \geq \frac{1}{2}$. We construct inductively points $y_{k_{0}}, y_{k_{0}+1}, \cdots \in X$ of norm 1. Suppose that $y_{k_{0}}, \ldots, y_{k-1}$ have already been constructed. Set $E_{k}=$ $\bigvee\left\{x, y_{k_{0}}, \ldots, y_{k-1}\right\}$. By Lemma 1 , there exists a subspace $Z \subset X$ with $\operatorname{codim} Z<$ $\infty$ such that

$$
\|p(T)(e+z)\| \geq\left(1-\frac{\varepsilon_{k}}{2}\right) \max \left\{\|p(T) e\|, \frac{1}{2}\|p(T) z\|\right\}
$$

for all $e \in E_{k}, z \in Z$ and $p \in \mathcal{P}_{2^{k}}(n)$. By Lemma 5 , there exists $y_{k} \in Z$ of norm 1 such that

$$
\left\|p(T) y_{k}\right\| \geq \frac{1}{2}\left(1-\frac{\varepsilon_{k}}{2}\right)\binom{n+2^{k}}{n}^{-2} r_{e}(p(T))
$$

for all $p \in \mathcal{P}_{2^{k}}(n)$. Thus

$$
\begin{align*}
\left\|p(T)\left(e+y_{k}\right)\right\| & \geq\left(1-\frac{\varepsilon_{k}}{2}\right) \max \left\{\|p(T) e\|, \frac{1}{4}\left(1-\frac{\varepsilon_{k}}{2}\right)\binom{n+2^{k}}{n}^{-2} r_{e}(p(T))\right\} \\
& \geq\left(1-\varepsilon_{k}\right) \max \left\{\|p(T) e\|, \frac{1}{4}\binom{n+2^{k}}{n}^{-2} r_{e}(p(T))\right\} \tag{1}
\end{align*}
$$

for all $e \in E_{k}$ and $\left.p \in \mathcal{P}_{2^{k}}(n)\right)$.
Set $y=x+\sum_{i=k_{0}}^{\infty} \frac{y_{i}}{i^{2}}$. Clearly, $\|y-x\| \leq \sum_{i=k_{0}}^{\infty} \frac{1}{i^{2}}<\varepsilon$. Let $p$ be a polynomial of degree $r$.
We distinguish two cases:
(a) Let $r \leq 2^{k_{0}}$. Then, by (1), for $N \geq k_{0}$ we have

$$
\begin{aligned}
& \left\|p(T) x+\sum_{i=k_{0}}^{N} \frac{1}{i^{2}} p(T) y_{i}\right\| \geq\left(1-\varepsilon_{N}\right)\left\|p(T) x+\sum_{i=k_{0}}^{N-1} \frac{1}{i^{2}} p(T) y_{i}\right\| \geq \cdots \\
& \geq \prod_{i=k_{0}+1}^{N}\left(1-\varepsilon_{i}\right) \cdot\left\|p(T) x+\frac{1}{k_{0}^{2}} p(T) y_{k_{0}}\right\| \geq \prod_{i=k_{0}}^{N}\left(1-\varepsilon_{i}\right) \cdot \frac{1}{4 k_{0}^{2}}\binom{n+2^{k_{0}}}{n}^{-2} r_{e}(p(T)) \\
& \geq \frac{1}{8 k_{0}^{2}}\left(n+2^{k_{0}}\right)^{-2 n} r_{e}(p(T)) \geq C \cdot r_{e}(p(T)) .
\end{aligned}
$$

(b) Let $2^{k-1}<r \leq 2^{k}$ for some $k>k_{0}$. For $N \geq k$ we have

$$
\begin{aligned}
& \left\|p(T) x+\sum_{i=k_{0}}^{N} \frac{1}{i^{2}} p(T) y_{i}\right\| \geq \prod_{i=k+1}^{N}\left(1-\varepsilon_{i}\right) \cdot\left\|p(T) x+\sum_{i=k_{0}}^{k} \frac{1}{i^{2}} p(T) y_{i}\right\| \\
& \geq \prod_{i=k}^{N}\left(1-\varepsilon_{i}\right) \cdot \frac{1}{4 k^{2}}\binom{n+2^{k}}{n}^{-2} r_{e}(p(T)) \geq \frac{1}{8} 2^{-\varepsilon(k-1)}\left(n+2^{k}\right)^{-2 n} r_{e}(p(T)) \\
& \geq \frac{1}{8} r^{-\varepsilon}(3 r)^{-2 n} r_{e}(p(T)) \geq C r^{-(2 n+\varepsilon)} r_{e}(p(T))
\end{aligned}
$$

So for each polynomial $p$ we have

$$
\|p(T) y\|=\lim _{N \rightarrow \infty}\left\|p(T) x+\sum_{i=k_{0}}^{N} \frac{1}{i^{2}} p(T) y_{i}\right\| \geq C(1+\operatorname{deg} p)^{-(2 n+\varepsilon)} r_{e}(p(T))
$$

Recall that $\mathcal{P}_{k}^{1}(n)$ denotes the set of all monic polynomials of degree $k$,

$$
\mathcal{P}_{k}^{1}(n)=\left\{p \in \mathcal{P}(n): p=\sum_{|\alpha| \leq k} a_{\alpha} z^{\alpha}, \sum_{|\alpha|=k}\left|a_{\alpha}\right|=1\right\}
$$

Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. The joint capacity of $T$ was defined by

$$
\operatorname{cap} T=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{k} T\right)^{1 / k}
$$

where

$$
\operatorname{cap}_{k}(T)=\inf \left\{\|p(T)\|: p \in \mathcal{P}_{k}^{1}(n)\right\}
$$

(note that the limsup in the definition of cap $T$ can be replaced by limit by Theorem 36.4 (i)). For a compact subset $K \subset \mathbf{C}^{n}$ the corresponding capacity was defined by

$$
\operatorname{cap} K=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{k} K\right)^{1 / k}
$$

where

$$
\operatorname{cap}_{k} K=\inf \left\{\|p\|_{K}: p \in \mathcal{P}_{k}^{1}(n)\right\}
$$

By Theorems 36.4 (iii) and Corollary 36.8, $\operatorname{cap} T=\operatorname{cap} \sigma_{H}(T)=\operatorname{cap} \sigma_{\pi e}(T)$. The local capacity of $T$ at a point $x$ can be defined analogously.

Definition 7. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$ and let $x \in X$. The local capacity $\operatorname{cap}_{x} T$ is defined by

$$
\operatorname{cap}_{x} T=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{x, k} T\right)^{1 / k}
$$

where

$$
\operatorname{cap}_{x, k} T=\inf \left\{\|p(T) x\|: p \in \mathcal{P}_{k}^{1}(n)\right\}
$$

Clearly, $\operatorname{cap}_{x} T \leq \operatorname{cap} T$ and $\operatorname{cap}_{x} T \leq r_{x}(T)$ for every $x \in X$.

Theorem 8. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Then there is a dense subset $L$ of $X$ with the property that $\liminf _{k \rightarrow \infty}\left(\operatorname{cap}_{x, k} T\right)^{1 / k}=\operatorname{cap} T$ for all $x \in L$.

In particular, the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{x, k}\right)^{1 / k}$ exists and is equal to cap $T$ for all $x \in L$.

Proof. Let $x \in X$ and $\varepsilon>0$. Then there exists $y \in X$ with $\|y-x\|<\varepsilon$ and

$$
\|p(T) y\| \geq C(1+\operatorname{deg} p)^{-(2 n+\varepsilon)} r_{e}(p(T))
$$

for all polynomials $p$. Thus

$$
\begin{aligned}
\operatorname{cap}_{k}(T, y) & =\inf \left\{\|p(T) y\|: p \in \mathcal{P}_{k}^{1}(n)\right\} \\
& \geq C(1+k)^{-(2 n+\varepsilon)} \inf \left\{r_{e}(p(T)): p \in \mathcal{P}_{k}^{1}(n)\right\}
\end{aligned}
$$

where

$$
r_{e}(p(T))=\sup \left\{|p(z)|: z \in \sigma_{H e}(T)\right\}
$$

and so

$$
\operatorname{cap}_{k}(T, y) \geq C(1+k)^{-(2 n+\varepsilon)} \operatorname{cap}_{k}\left(\sigma_{H e}(T)\right)
$$

Hence, by Corollary 36.8,

$$
\liminf _{k \rightarrow \infty}\left(\operatorname{cap}_{y, k} T\right)^{1 / k} \geq \liminf _{k \rightarrow \infty}\left(\operatorname{cap}_{k} \sigma_{H e}(T)\right)^{1 / k}=\operatorname{cap}\left(\sigma_{H e}(T)\right)=\operatorname{cap} T
$$

The opposite inequality $\liminf _{k \rightarrow \infty}\left(\operatorname{cap}_{y, k} T\right)^{1 / k} \leq \operatorname{cap} T$ is trivially satisfied for all $y \in X$.

Remark 9. Example 37.11 shows that it in the previous theorem it is not possible to replace the word "dense" by "residual".

Theorem 10. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an n-tuple of mutually commuting operators on a Banach space $X$. Then the set $\left\{x \in X: \operatorname{cap}_{x} T=\operatorname{cap} T\right\}$ is residual in $X$.

Proof. Write $K=\sigma_{H e}(T)$. The statement is clear if $\operatorname{cap} T=0$. In the following we assume that $\operatorname{cap} T=\operatorname{cap} K>0$. In particular, $p \mid K \not \equiv 0$ for each non-zero polynomial $p$.

For $j \in \mathbb{N}$ denote by $M_{j}$ the set of all $x \in X$ with the property that there exists $k \geq j$ such that

$$
\|p(T) x\|>\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}
$$

for all non-zero $p \in \mathcal{P}_{k}(n)$.
We first prove that $M_{j}$ is open. Let $j \in \mathbb{N}$ and $x \in M_{j}$. Let $k \geq j$ satisfy $\|p(T) x\|>\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}$ for all $p \in \mathcal{P}_{k}(n)$. For each polynomial $p \in \mathcal{P}(n)$, $p=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} a_{\alpha} z^{\alpha}$ write $|p|=\sum_{\alpha \in \mathbb{Z}_{+}^{n}}\left|a_{\alpha}\right|$. By a compactness argument, there is a
positive number $\delta$ such that $\|p(T) x\|>\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}+\delta$ for all $p \in \mathcal{P}_{k}(n)$ with $|p|=1$. Let $y \in X,\|y-x\|<\frac{\delta}{\max \left\{\left\|T^{\alpha}\right\|:|\alpha| \leq k\right\}}$. Then

$$
\begin{aligned}
\|p(T) y\| & \geq\|p(T) x\|-\|p(T)(y-x)\| \\
& >\frac{1}{4 k}\binom{n+k}{n}\|p\|_{K}+\delta-\max \left\{\left\|T^{\alpha}\right\|:|\alpha| \leq k\right\} \cdot\|y-x\| \\
& \geq \frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}
\end{aligned}
$$

for all $p \in \mathcal{P}_{k}(n)$ with $|p|=1$. Thus $y \in M_{j}$ and the set $M_{j}$ is open.
We show that $M_{j}$ is dense. Let $x \in X$ and $\varepsilon>0$. Choose $k \geq j$ such that $\frac{4}{k}<\varepsilon$. By Lemma 1 , there is a subspace $Y \subset X$ of finite codimension such that

$$
\|p(T)(x+y)\| \geq \max \{\|p(T) x\| / 2,\|p(T) y\| / 4\}
$$

for all $y \in Y$ and $p \in \mathcal{P}_{k}(n)$.
By Theorem 5, there is a vector $u \in Y$ of norm 1 such that

$$
\|p(T) u\|>\frac{1}{4}\binom{n+k}{n}^{-2}\|p\|_{K}
$$

for all non-zero $p \in \mathcal{P}_{k}(n)$. Then $\left\|\left(x+\frac{4 u}{k}\right)-x\right\|<\varepsilon$ and

$$
\left\|p(T)\left(x+\frac{4 u}{k}\right)\right\| \geq \frac{1}{k}\|p(T) u\|>\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}
$$

for all non-zero $p \in \mathcal{P}_{k}(n)$. Thus $x+\frac{4 u}{k} \in M_{j}$ and $M_{j}$ is dense in $X$.
By the Baire category theorem, the set $\bigcap_{j=1}^{\infty} M_{j}$ is residual. Let $x \in \bigcap_{j=1}^{\infty} M_{j}$. Then there are infinitely many positive integers $k$ for which

$$
\|p(T) x\|>\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K} \quad\left(p \in \mathcal{P}_{k}(n)\right)
$$

For such $k$ we have

$$
\begin{aligned}
\operatorname{cap}_{x, k} T & =\inf \left\{\|p(T) x\|: p \in \mathcal{P}_{k}^{1}(n)\right\} \\
& \geq \inf \left\{\frac{1}{4 k}\binom{n+k}{n}^{-2}\|p\|_{K}: p \in \mathcal{P}_{k}^{1}(n)\right\} \\
& =\frac{1}{4 k}\binom{n+k}{n}^{-2} \operatorname{cap}_{k} K \geq \frac{1}{4 k}(n+k)^{-2 n} \operatorname{cap}_{k} K .
\end{aligned}
$$

Hence

$$
\operatorname{cap}_{x} T=\limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{x, k} T\right)^{1 / k} \geq \limsup _{k \rightarrow \infty}\left(\operatorname{cap}_{k} K\right)^{1 / k}=\operatorname{cap} K=\operatorname{cap} T
$$

Since $\operatorname{cap}_{x} T \leq \operatorname{cap} T$ for all $x \in X$, the set $\left\{x \in X: \operatorname{cap}_{x} T=\operatorname{cap} T\right\}$ is residual.

Definition 11. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be an $n$-tuple of mutually commuting operators on a Banach space $X$. We say that $T$ is quasialgebraic if $\operatorname{cap} T=0$. We say that $T$ is locally quasialgebraic if $\operatorname{cap}_{x} T=0$ for each $x \in X$.

Thus we have the following approximate version of the Kaplansky theorem:
Corollary 12. An n-tuple of mutually commuting operators is locally quasialgebraic if and only if it is quasialgebraic.

## Comments on Chapter V

C.35.1. The joint spectral radius was first studied by Rotta and Strang [RtS], where the radius $r_{\infty}^{\prime \prime}(a)=\lim _{n} \max \left\{\left\|a^{\alpha}\right\|:|\alpha|=n\right\}^{1 / n}$ was introduced. The radius $r_{\infty}^{\prime}(a)=\lim _{n} \max \left\{r\left(a^{\alpha}\right):|\alpha|=n\right\}^{1 / n}$ was defined by Berger and Wang [BW].

The general $r_{p}$ radii were introduced in [So5], cf. also [ChZ]. In the case of Hilbert space operators the radius $r_{2}$ was considered by Bunce [Bun].

Proposition 35.2 was proved in [ChZ], see also [So4]. The spectral radius formula for $p=\infty$ (Theorem 35.5) was proved in [So5], the corresponding result for $p<\infty$ (Theorem 35.6) in [Mü18].
C.35.2. The definition of the joint spectral radius $r_{p}(a)=\max \left\{|\lambda|_{p}: \lambda \in \sigma_{H}(a)\right\}$ and the formula

$$
\begin{equation*}
r_{p}^{\prime \prime}(a)=\lim _{k \rightarrow \infty}\left(\sum_{f \in F(k, n)}\left\|a_{f(1)} \cdots a_{f(k)}\right\|^{p}\right)^{1 / p k} \tag{1}
\end{equation*}
$$

make sense also for non-commuting $n$-tuples $a=\left(a_{1}, \ldots, a_{n}\right)$ of elements in a Banach algebra $\mathcal{A}$.

Since the limit $\lim _{k \rightarrow \infty}\left(\sum_{f \in F(k, n)} r^{p}\left(a_{f(1)} \cdots a_{f(k)}\right)\right)^{1 / p k}$ in general does not exist, we set

$$
r_{p}^{\prime}(a)=\limsup _{k \rightarrow \infty}\left(\sum_{f \in F(k, n)} r^{p}\left(a_{f(1)} \cdots a_{f(k)}\right)\right)^{1 / p k}
$$

For non-commuting $n$-tuples it is true only

$$
r_{p}(a) \leq r_{p}^{\prime}(a) \leq r_{p}^{\prime \prime}(a)
$$

and these inequalities may be strict, see [Gu], [RsS]. However, by $[\mathrm{BW}], r_{\infty}^{\prime}(a)=$ $r_{\infty}^{\prime \prime}(a)$ for all $n$-tuples (even for infinite bounded families) of matrices. This was generalized by [TS] to precompact families of weakly compact operators. In particular, $r_{\infty}^{\prime}(T)=r_{\infty}^{\prime \prime}(T)$ for all $n$-tuples of operators on a reflexive Banach space.
C.35.3. Since the definitions of $r_{p}(a)$ and $r_{p}^{\prime}(a)$ depend only on the spectrum, the equality $r_{p}(a)=r_{p}^{\prime}(a)$ is true also for $n$-tuples $a=\left(a_{1}, \ldots, a_{n}\right)$ of elements that are mutually commuting modulo $\operatorname{rad} \mathcal{A}$.

It is an open problem whether also $r_{p}^{\prime \prime}(a)=r_{p}^{\prime}(a)$ is this situation, see [RsS].
C.35.4. The previous question for $p=\infty$ is closely related to the following interesting problem, see [Tu]:
Suppose that $\mathcal{A}$ is a radical Banach algebra (i.e., a non-unital Banach algebra consisting of quasinilpotents). Is then $\mathcal{A}$ finitely quasinilpotent (in our notation, is it true that $r_{\infty}^{\prime \prime}(a)=0$ for all finite tuples $a=\left(a_{1}, \ldots, a_{n}\right)$, where $r_{\infty}^{\prime \prime}(a)$ is defined by (1))?
C.35.5. The previous question may be considered as an approximate version of the Nagata-Higman theorem:

If $\mathcal{A}$ is an algebra (without unit) which is nilpotent of order $n$ (i.e., $a^{n}=0$ for all $a \in \mathcal{A}$ ), then there exists $m \in \mathbb{N}$ such that $a_{1} \cdots a_{m}=0$ for all $a_{1}, \ldots, a_{m} \in \mathcal{A}$.

The original proof of the Nagata-Higman theorem gave $m=2^{n}-1$; the best known result gives $m=n^{2}$. There is a conjecture that one can take $m=\binom{n}{2}$; it is known that in general $m$ cannot be smaller. For details see [Fo].
C.35.6. Theorem 35.7 for $p=2$ in the algebra of operators on a Hilbert space (the $\ell^{2}$-norm seems to be natural in this setting) was conjectured by Bunce [Bun] and proved in [MS1] (for finite-dimensional Hilbert space case see [ChH]).
C.36.1. The concept of capacity for single Banach algebra elements is due to Halmos [Hal2], who also proved Theorem 36.2.

The capacity of commuting $n$-tuples was introduced in [Sti1], where the estimate

$$
\operatorname{cap} \sigma_{H}\left(a_{1}, \ldots, a_{n}\right) \leq \operatorname{cap}\left(a_{1}, \ldots, a_{n}\right) \leq 2^{n} \operatorname{cap} \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)
$$

was proved. The equality $\operatorname{cap}\left(a_{1}, \ldots, a_{n}\right)=\operatorname{cap} \sigma_{H}\left(a_{1}, \ldots, a_{n}\right)$ as well as the existence of the limit $\lim _{k \rightarrow \infty}\left(\operatorname{cap}_{k}\left(a_{1}, \ldots, a_{n}\right)^{1 / k}\right.$ was proved in [Mü13].
C.36.2. For the classical capacity of compact subsets of $\mathbb{C}$ see $[\mathrm{Ts}]$. The capacity of compact subsets of $\mathbb{C}^{n}$ is treated in [ Za ] and [ Si 2$]$.
C.36.3. Lemma 36.7 (the equality $\left.\operatorname{cap} \sigma_{e}(T)=\operatorname{cap} \sigma(T)\right)$ was proved in [Sti2].

It also follows directly from a general result from potential theory that $\operatorname{cap}(K \cup C)=\operatorname{cap} K$ whenever $K \subset \mathbb{C}$ is compact and $C$ countable, see [Ts, p. 5355]. Therefore we have $\operatorname{cap} \sigma_{e}(T)=\operatorname{cap} \widehat{\sigma}_{e}(T)=\operatorname{cap} \sigma(T)$, since $\sigma(T) \backslash \widehat{\sigma}_{e}(T)$ is at most countable.
C.36.4. Let $f$ be an analytic function from a domain $D \subset \mathbb{C}$ into a Banach algebra $\mathcal{A}$. Then the functions $z \mapsto \operatorname{cap} f(z)$ and $z \mapsto \log \operatorname{cap} f(z)$ are subharmonic, see [S13].
C.36.5. Another concept of capacity of $n$-tuples of commuting Banach algebra elements was introduced in [So1] and [So2]. Instead of monic polynomials $p(z)=$ $\sum_{|\alpha| \leq n} c_{\alpha} z^{\alpha}$ with $\sum_{|\alpha|=n}\left|c_{\alpha}\right|=1$ it uses polynomials satisfying $\sum_{|\alpha|=n} c_{\alpha}=1$.
C.37.1. The notion of orbits originated in the theory of dynamical systems. In the context of operator theory it was first used by Rolewicz [Ro]. Orbits in Hilbert spaces were studied intensely by Beauzamy; for a survey of results and relations with the invariant subspace problem see [Bea2].

For a survey of results concerning orbits in Banach spaces see [Mü22].
C.37.2. Orbits are also closely related to problems concerning the stability of semigroups of operators. For results in this direction see Datko [Dat], Pazy [Pa] and van Neerven [Ne3].
C.37.3. It is simple to find an operator without non-trivial invariant subspaces on a real Hilbert space $H$ with $\operatorname{dim} H=2$. For example, take

$$
T=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

It is an open problem whether each operator on a real Hilbert space $H$ with $\operatorname{dim} H \geq 3$ has a non-trivial closed invariant subspace.
C.37.4. Theorem 37.8 was proved in [Mü9]. The same statement for Hilbert space operators was proved in [Bea2, p. 48].

Theorem 37.13 is due to Zabczyk [Zab].
Theorems 37.14 and 37.17 were proved in [MV]. The essential tool is the plank theorem due to K. Ball [B1], [B2], see Appendix 5.
C.37.5. Let $T \in \mathcal{B}(H)$ be a non-nilpotent Hilbert space operator. By [Bea2], there exists $x \in H$ such that $\sum \frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|}=\infty$. This is not true for Banach space operators, see Example 37.24.

For Hilbert space operators the following result can be shown [Mü22]: let $T \in \mathcal{B}(H)$ be non-nilpotent, let $0<p<2$. Then the set of all $x \in H$ such that $\sum\left(\frac{\left\|T^{n} x\right\|}{\left\|T^{n}\right\|}\right)^{p}=\infty$ is residual.
C.38.1. The first example of a hypercyclic vector was constructed by Rolewicz [Ro].

Various versions of criterion 38.6 appeared in [GS], [Ki] and [GS], for related questions see also [GLM] and [LM].
C. 38.2. Theorem 38.8 appeared in [Fel], Theorem 38.9 was proved by Bourdon and Feldman [BF].
C.38.3. Theorem 38.11 is due to Ansari [Ans]. Theorem 38.12 was proved in [LMü].
C.39.1. Weak orbits were studied in [Ne1], [Ne2]. A version of Theorem 3 was first proved in [ Ne 2$]$, where the following generalization was also shown: if $T \in \mathcal{B}(X)$, $r(T)=1,1 \leq p<\infty, \beta_{n}>0$ and $\sum_{n} \beta_{n}=\infty$, then there exist $x \in X$ and $x^{*} \in X^{*}$ such that $\sum_{n} \beta_{n}\left|\left\langle T^{n} x, x^{*}\right\rangle\right|^{p}=\infty$.
C.39.2. Corollary 39.4 is due to Weiss [We]. Theorems 39.5 and 39.8 are again consequences of the plank theorem, see Appendix 5. They appeared in [MV].
C.39.3. By [Mü22], there is a Hilbert space operator $T \in \mathcal{B}(H)$ such that

$$
\sum \frac{\left|\left\langle T^{n} x, y\right\rangle\right|}{\left\|T^{n}\right\|}<\infty \quad \text { for all } x, y \in H
$$

So the result of Theorem 10 is the best possible.
C.39.4. In general it is not true that for $T \in \mathcal{B}(X)$ and a sequence $\left(a_{n}\right)$ of positive numbers tending to 0 there exist $x \in X$ and $x^{*} \in X^{*}$ with $\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq a_{n} r\left(T^{n}\right)$ for all $n$. A simple example for real spaces (in a 2-dimensional Hilbert space) was given in [Ne2]. The complex case is more complicated. An example of a unitary operator without orbits tending to 0 arbitrarily slowly was constructed in [BMü].

In many cases, however, it is possible to find $x \in X$ and $x^{*} \in X^{*}$ with $\left|\left\langle T^{n} x, x^{*}\right\rangle\right| \geq a_{n} r\left(T^{n}\right)$ for all $n$. For example this is true for positive operators in Banach lattices [Ne2].

In Corollary 39.13 we stated the same result for Hilbert space operators of class $C_{0}$. with spectral radius equal to 1 . It is also true for Banach space operators of the same class [Mü25], and for all completely non-unitary contractions on a Hilbert space with spectral radius equal to 1 , see [BMü].
C.40.1. The Scott Brown technique was first used in $[\mathrm{Br}]$ for the construction of invariant subspaces for subnormal operators. Theorem 40.4 was proved for Hilbert space contractions in [BCP1].
C.40.2. Theorem 40.7 is due to Apostol [Ap5].
C.40.3. The existence of invariant subspaces for Hilbert space contractions with spectrum containing the unit circle was proved by Brown, Chevreau and Pearcy in [BCP2].

The Banach space version was proved in [AM].
C.40.4. By the von Neumann inequality, every operator on a Hilbert space which is similar to a contraction is polynomially bounded. It was a longstanding problem due to Halmos whether the opposite statement is also true. The problem was solved by Pisier [Pis], who constructed a polynomially bounded Hilbert space operator which is not similar to a construction.
C.41.1. The classical Kaplansky theorem (Theorem 41.1) was proved in [Kap]. A stronger version (Theorem 41.5 for single operators) was proved by Sinclair [Sin]. Theorem 41.2 and its corollaries 41.4 and 41.5 were proved in [Mü11].

A similar result was proved in [Au3]: if $T_{1}, \ldots, T_{n} \in \mathcal{B}(X, Y)$ and the vectors $T_{1} x, \ldots, T_{n} x$ are linearly dependant for each $x \in X$, then there is a non-trivial linear combination of these operators with rank $\leq n-1$.
C.41.2. By Theorem 41.2, if $T_{1}, T_{2}, \cdots \in \mathcal{B}(X)$ and the vectors $T_{1} x, T_{2} x, \ldots$ are linearly dependant for all $x \in X$, then there is a non-trivial linear combination of the operators $T_{i}$ which is a finite-rank operator. In general, it is not true that the operators $T_{i}$ are linearly dependant, so there in no non-trivial linear combination of the operators $T_{i}$ giving 0 , see [Mü11].
C.41.3. Corollary 41.4 and Theorem 41.5 are also true for countable families of operators. Also, they are true for non-commuting families (in this case it is necessary to consider polynomials in non-commuting variables in the definition of algebraic tuples). The proofs remain essentially the same, see [Mü11].
C.42.1. Lemma 42.4 uses the idea of extremal points of Fekete-Leja, see [Fe], [Si1]. Theorems 42.5 and 42.6 were proved in [Mü12] for single operators and in [MS2] for $n$-tuples.

Using a Dvoretzky's type result, it is possible to improve the estimate in Theorem 42.5 to

$$
\|p(T) y\| \geq(1-\varepsilon)\binom{n+k}{n}^{-1} r_{e}(p(T))
$$

for all $p \in \mathcal{P}_{k}(n)$; this estimate is the best possible. Similarly, in Theorem 42.6 it is possible to obtain

$$
\|p(T) y\| \geq C(1+\operatorname{deg} p)^{-(n+k)} r_{e}(p(T))
$$

for all polynomials $p$, see [Mü24].
Theorem 42.10 was proved in [Mü22].
C.42.2. An alternative definition of the local capacity of operators was studied by Vasilescu in [Va2]. For $T \in \mathcal{B}(X)$ and $x \in X$ define

$$
\operatorname{cap}^{\prime}(T, x)=\underset{n}{\limsup } \operatorname{cap}_{n}^{\prime}(T, x)^{1 / n}
$$

where $\operatorname{cap}_{n}^{\prime}(T, x)=\inf \left\{r_{x}(p(T)): p\right.$ monic of degree $\left.n\right\}$.
It is easy to see that $\operatorname{cap}(T, x) \leq \operatorname{cap}^{\prime}(T, x)$.
By [Va2], $\operatorname{cap} \gamma_{x}(T) \leq \operatorname{cap}^{\prime}(T, x) \leq \operatorname{cap} \sigma_{x}(T)$. In particular, the equality $\operatorname{cap} \sigma_{x}(T)=\operatorname{cap}^{\prime}(T, x)$ holds for all operators with SVEP. This also implies that $T \in \mathcal{B}(X)$ is quasialgebraic if and only if $\operatorname{cap}^{\prime}(T, x)=0$ for all $x \in X$.

## Appendix

## A. 1 Banach spaces

We summarize here basic notations, definitions and results from the theory of Banach spaces. The results are well known and the proofs can be found in any textbook on functional analysis. We do not state the results in the greatest generality but only in the form which is relevant for spectral theory.
The reader may wish to use this section merely for reference regarding notation.
As usual, we denote by $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ and $\mathbb{C}$ the set of all positive integers, integers, real and complex numbers, respectively.

As throughout this monograph we consider only complex Banach spaces (however, all results in this section are true also for real spaces).

Let $X, Y$ be Banach spaces. By an operator $T: X \rightarrow Y$ we mean a bounded linear mapping. It is well known that a linear mapping is bounded if and only if it is continuous. The set of all operators from $X$ to $Y$ will be denoted by $\mathcal{B}(X, Y)$.

The norm of $T \in \mathcal{B}(X, Y)$ is defined by $\|T\|=\sup \{\|T x\|: x \in X,\|x\| \leq 1\}$. With this norm $\mathcal{B}(X, Y)$ becomes a Banach space. If $Y=X$ then we write briefly $\mathcal{B}(X)$ instead of $\mathcal{B}(X, X)$.

For $Y=\mathbb{C}$ we obtain the dual $X^{*}=\mathcal{B}(X, \mathbb{C})$, i.e., the space of all bounded linear functionals on $X$. For $x \in X$ and $f \in X^{*}$ it is sometimes more convenient to denote the value of $f$ at $x$ by $\langle x, f\rangle$ instead of $f(x)$. We use alternatively both notations.

The duality between $X$ and $X^{*}$ defines the weak topology on $X$ and the $w^{*}$-topology on $X^{*}$.

The $w^{*}$-topology on $X^{*}$ is the weakest topology for which the mappings $f \mapsto\langle x, f\rangle$ are continuous for every $x \in X$. In other words, the $w^{*}$-topology is the topology of pointwise convergence of functionals, i.e., if $\left(f_{\alpha}\right)$ is a net of elements of $X^{*}$ and $f \in X^{*}$ then $f_{\alpha} \rightarrow f$ in the $w^{*}$-topology if and only if $\left\langle x, f_{\alpha}\right\rangle \rightarrow\langle x, f\rangle$ for all each $x \in X$.

Analogously, the weak topology on $X$ is the weakest topology on $X$ for which all functionals $f \in X^{*}$ are continuous. Equivalently, $x_{\alpha} \rightarrow x$ weakly if and only if $\left\langle x_{\alpha}, f\right\rangle \rightarrow\langle x, f\rangle$ for each $f \in X^{*}$.

When we are speaking about convergence, closure etc. without any specification it is always meant the convergence in the norm topology.

It is well known that $X$ can be isometrically embedded into the second dual $X^{* *}$, so $X$ is usually regarded as a closed subspace of $X^{* *}$.

We list the basic results from the theory of Banach spaces.
Theorem 1. (Hahn-Banach) Let $M$ be a closed subspace of a Banach space $X$. Let $f \in M^{*}$. Then there exists $g \in X^{*}$ such that $\|g\|=\|f\|$ and $g \mid M=f$.

The following two results are variants of the Hahn-Banach theorem:
Theorem 2. Let $M$ be a closed subspace of $X$ and let $x \in X$. Then there exists $g \in X^{*}$ such that $\|g\|=1,\langle x, g\rangle=\operatorname{dist}\{x, M\}$ and $g \mid M=0$.

In particular, if $x \in X$ then there exists $g \in X^{*}$ such that $\|g\|=1$ and $\langle x, g\rangle=\|x\|$.

Theorem 3. Let $L$ be a closed absolutely convex subset of $X$ (i.e., $L$ is convex and $c \in L, \alpha \in \mathbb{C},|\alpha| \leq 1 \Rightarrow \alpha c \in L)$. Let $x \in X \backslash C$. Then there exists $f \in X^{*}$ such that $|\langle c, f\rangle| \leq 1$ for all $c \in L$ and $\langle x, f\rangle>1$.

An easy consequence of the Hahn-Banach theorem is that a convex set (in particular a subspace) is closed if and only if it is closed in the weak topology.

A $w^{*}$-closed subspace is closed but a closed subspace is not necessarily closed in the $w^{*}$-topology.

Denote by $B_{X}=\{x \in X:\|x\| \leq 1\}$ the closed unit ball in a Banach space $X$.
Theorem 4. $B_{X}$ is compact if and only if $X$ is finite dimensional.
Theorem 5. (Banach-Alaoglu) The closed unit ball $B_{X^{*}}=\left\{f \in X^{*}:\|f\| \leq 1\right\}$ is compact in the $w^{*}$-topology.

The unit ball in $X$ is not always weakly compact. In fact, $B_{X}$ is weakly compact if and only if $X$ is reflexive (i.e., $X^{* *}=X$ ).

Theorem 6. (Banach open mapping theorem) Let $T$ be an operator from a Banach space $X$ to a Banach space $Y$. The following conditions are equivalent:
(i) $T$ is onto;
(ii) there exists a positive constant $k$ such that $T B_{X} \supset k \cdot B_{Y}$;
(iii) there exists a positive constant $k$ such that $\overline{T B_{X}} \supset k \cdot B_{Y}$.

Corollary 7. If an operator $T \in \mathcal{B}(X, Y)$ is one-to-one and onto, then $T^{-1}$ is bounded.

Another consequence of the open mapping theorem is:
Corollary 8. Let $T \in \mathcal{B}(X, Y)$ and $T X \neq Y$. Then the range $T X$ is of the first category in $Y$.

Theorem 9. (closed graph theorem) A linear mapping $T: X \rightarrow Y$ is bounded if and only if its graph $\{(x, T x): x \in X\}$ is closed in $X \times Y$.

In particular, suppose that a linear mapping $T$ satisfies the following condition: if $\left(x_{i}\right)_{i=1}^{\infty} \subset X, x_{i} \rightarrow 0, y \in Y$ and $T x_{i} \rightarrow y$, then $y=0$. Then $T$ is bounded.

Theorem 10. (Banach-Steinhaus uniform boundedness theorem) Let $\mathcal{M}$ be a subset of $\mathcal{B}(X, Y)$ such that $\sup \{\|T x\|: T \in \mathcal{M}\}<\infty$ for every $x \in X$. Then $\sup \{\|T\|$ : $T \in \mathcal{M}\}<\infty$.

In particular, any weakly converging sequence of elements of $X$ is bounded.
Let $M$ be a subset of a Banach space $X$. Its annihilator $M^{\perp}$ is defined by

$$
M^{\perp}=\left\{f \in X^{*}:\langle x, f\rangle=0 \text { for all } x \in M\right\}
$$

Clearly, $M^{\perp}$ is a $w^{*}$-closed (and so closed) subspace of $X^{*}$.
Similarly, if $L$ is a subset of $X^{*}$ then the preannihilator ${ }^{\perp} L$ is defined by

$$
{ }^{\perp} L=\{x \in X:\langle x, f\rangle=0 \text { for all } f \in L\} .
$$

Clearly, ${ }^{\perp} L$ is a closed subspace of $X$.
Theorem 11. If $M$ is a subspace of $X$ then ${ }^{\perp}\left(M^{\perp}\right)=\bar{M}$. If $L$ is a subspace of $X^{*}$ then $\left({ }^{\perp} L\right)^{\perp}$ is the $w^{*}$-closure of $L$.

Theorem 12. If $\left\{M_{\alpha}\right\}_{\alpha}$ is any family of subsets of $X$ then

$$
\left(\bigcup_{\alpha} M_{\alpha}\right)^{\perp}=\bigcap_{\alpha} M_{\alpha}^{\perp}
$$

If $\left\{L_{\alpha}\right\}_{\alpha}$ is any family of subsets of $X^{*}$ then

$$
\perp\left(\bigcup_{\alpha} L_{\alpha}\right)=\bigcap_{\alpha}^{\perp} L_{\alpha}
$$

In particular, if $M_{1}, M_{2}$ are closed subspaces then $\left(M_{1}+M_{2}\right)^{\perp}=M_{1}^{\perp} \cap M_{2}^{\perp}$, where $M_{1}+M_{2}=\left\{m_{1}+m_{2}: m_{1} \in M_{1}, m_{2} \in M_{2}\right\}$.

The dual relation $\left(M_{1} \cap M_{2}\right)^{\perp}=M_{1}^{\perp}+M_{2}^{\perp}$ is not always true; it is true under the assumption that $M_{1}+M_{2}$ is closed.
Theorem 13. Let $M_{1}, M_{2}$ be closed subspaces of a Banach space $X$. The following assertions are equivalent:
(i) $M_{1}+M_{2}$ is closed;
(ii) $M_{1}^{\perp}+M_{2}^{\perp}$ is closed;
(iii) $\left(M_{1} \cap M_{2}\right)^{\perp}=M_{1}^{\perp}+M_{2}^{\perp}$;
(iv) ${ }^{\perp}\left(M_{1}^{\perp} \cap M_{2}^{\perp}\right)=M_{1}+M_{2}$.

Let $T: X \rightarrow Y$ be an operator. Its adjoint $T^{*}$ is the uniquely determined operator $T^{*}: Y^{*} \rightarrow X^{*}$ satisfying

$$
\langle T x, g\rangle=\left\langle x, T^{*} g\right\rangle \quad \text { for all } x \in X \text { and } g \in Y^{*} .
$$

Then

$$
\left\|T^{*}\right\|=\|T\|=\sup \left\{|\langle T x, g\rangle|: x \in X, g \in Y^{*},\|x\| \leq 1,\|g\| \leq 1\right\}
$$

If $X, Y$ and $Z$ are Banach spaces, $S \in \mathcal{B}(X, Y)$ and $T \in \mathcal{B}(Y, Z)$ then $(T S)^{*}=$ $S^{*} T^{*}$ and $\|T S\| \leq\|T\| \cdot\|S\|$. It is easy to check that $T=T^{* *} \mid X$.

For $T \in \mathcal{B}(X, Y)$ denote by $\operatorname{Ker} T$ its kernel, $\operatorname{Ker} T=\{x \in X: T x=0\}$, and by $\operatorname{Ran} T$ its range, $\operatorname{Ran} T=T X=\{T x: x \in X\}$. Clearly, $\operatorname{Ker} T$ is a closed subspace of $X$ and $\operatorname{Ran} T$ is a (not necessarily closed) subspace of $Y$. It is easy to check that $\operatorname{Ker} T^{*}$ is even a $w^{*}$-closed subspace of $Y^{*}$.

Theorem 14. Let $T \in \mathcal{B}(X, Y)$. Then

$$
\operatorname{Ker} T^{*}=(\operatorname{Ran} T)^{\perp} \quad \text { and } \quad \operatorname{Ker} T=^{\perp}\left(\operatorname{Ran} T^{*}\right)=\operatorname{Ker} T^{* *} \cap X
$$

Furthermore, ${ }^{\perp} \operatorname{Ker} T^{*}=\overline{\operatorname{Ran} T}$ and $(\operatorname{Ker} T)^{\perp}=\overline{\operatorname{Ran} T^{*}} w^{*}$ (the $w^{*}$-closure of $\operatorname{Ran} T^{*}$ ).

Corollary 15. Let $T \in \mathcal{B}(X, Y)$. Then $T^{*}$ is one-to-one if and only if $\operatorname{Ran} T$ is dense. Similarly, $T$ is one-to-one if and only if $\operatorname{Ran} T^{*}$ is $w^{*}$-dense.

Theorem 16. Let $T \in \mathcal{B}(X, Y)$. Then the following statements are equivalent:
(i) $\operatorname{Ran} T$ is closed;
(ii) $\operatorname{Ran} T^{*}$ is closed;
(iii) $\operatorname{Ran} T^{*}$ is $w^{*}$-closed.

Corollary 17. If $\operatorname{Ran} T$ is closed then $\operatorname{Ran} T={ }^{\perp}\left(\operatorname{Ker} T^{*}\right)$ and $\operatorname{Ran} T^{*}=(\operatorname{Ker} T)^{\perp}$. Furthermore, $\operatorname{Ran} T=\operatorname{Ran} T^{* *} \cap Y$.

Corollary 18. Let $T \in \mathcal{B}(X, Y)$. Then $T$ is one-to-one and onto if and only if $T^{*}$ is one-to-one and onto.

Theorem 19. Let $M$ be a closed subspace of a Banach space $X$. Then $M^{*}$ can be identified with $X^{*} / M^{\perp}$.

More precisely, let $J: M \rightarrow X$ be the natural embedding of $M$ into $X$. Then $J^{*}: X^{*} \rightarrow M^{*}$ assigns to a functional $f \in X^{*}$ the restriction $J^{*} f=f \mid M \in M^{*}$. Clearly, Ker $J^{*}=M^{\perp}$, so $J^{*}$ defines an operator $S: X^{*} / M^{\perp} \rightarrow M^{*}$ by $S(f+$ $\left.M^{\perp}\right)=J^{*} f$. A straightforward calculation shows that $S$ is an isometry. So $M^{*}$ can be identified with $X^{*} / M^{\perp}$ and $J^{*}$ with the canonical projection $X^{*} \rightarrow X^{*} / M^{\perp}$.

Theorem 20. Let $M$ be a closed subspace of $X$. Then $(X / M)^{*}$ can be identified with $M^{\perp}$.

More precisely, let $Q: X \rightarrow X / M$ be the canonical projection. Then $Q^{*}$ : $(X / M)^{*} \rightarrow X^{*}$ is an isometrical operator and $\operatorname{Ran} Q^{*}=(\operatorname{Ker} Q)^{\perp}=M^{\perp}$. Thus $Q^{*}$ defines an isometrical operator from $(X / M)^{*}$ onto $M^{\perp}$.

Theorem 21. Let $T \in \mathcal{B}(X, Y)$. Then $T$ decomposes in the following way:

$$
X \xrightarrow{Q} X / \operatorname{Ker} T \xrightarrow{T_{0}} \overline{\operatorname{Ran} T} \xrightarrow{J} Y,
$$

where $T=J T_{0} Q, Q: X \rightarrow X / \operatorname{Ker} T$ is the canonical projection, the operator $T_{0}: X / \operatorname{Ker} T \rightarrow \overline{\operatorname{Ran} T}$ induced by $T$ is one-to-one with dense range, and $J:$ $\overline{\operatorname{Ran} T} \rightarrow Y$ is the natural embedding.

The corresponding decomposition for $T^{*}$ is $T^{*}=Q^{*} T_{0}^{*} J^{*}$.
Let $M$ be a subset of a Banach space $X$. The span of $M$, denoted by $\bigvee M$, is the smallest closed subspace of $X$ containing $M$ ( $=$ the intersection of all closed subspaces containing $M)$. Similarly, we write $M \vee M^{\prime}=\bigvee\left(M \cup M^{\prime}\right)$.

If $M, M^{\prime}$ are closed subspaces of $X$ then $M+M^{\prime}$ is not necessarily closed.
Theorem 22. Let $M$ be a closed subspace of $X$ and let $F$ be a finite-dimensional subspace of $X$. Then $M+F$ is closed. In particular, a finite-dimensional subspace is closed.

Similarly, if $M^{\prime} \subset X^{*}$ is a $w^{*}$-closed subspace and $F^{\prime}$ is a finite-dimensional subspace of $X^{*}$, then $M^{\prime}+F^{\prime}$ is $w^{*}$-closed.

Theorem 23. (Auerbach lemma) Let $X$ be a finite-dimensional Banach space. Then there exist bases $\left\{x_{1}, \ldots, x_{n}\right\}$ in $X$ and $\left\{f_{1}, \ldots, f_{n}\right\}$ in $X^{*}$ such that $\left\|x_{i}\right\|=1=$ $\left\|f_{j}\right\|$ and $\left\langle x_{i}, f_{j}\right\rangle=\delta_{i j}$ (the Kronecker symbol) for all $i, j=1, \ldots, n$.

An operator $P \in \mathcal{B}(X)$ is called a projection if $P^{2}=P$. If $P \in \mathcal{B}(X)$ is a projection then $I-P$ is also a projection (here $I$ denotes the identity operator on $X$ ). Further, $\operatorname{Ran} P=\operatorname{Ker}(I-P)$ and $\operatorname{Ker} P=\operatorname{Ran}(I-P)$. In particular, the range of a projection is closed.

Let $M$ be a closed subspace of a Banach space $X$. Then $M$ is called complemented in $X$ if there exists a closed subspace $M^{\prime} \subset X$ such that $X=M \oplus M^{\prime}$ (i.e., $M \cap M^{\prime}=\{0\}$ and $M+M^{\prime}=X$ ).

Theorem 24. Let $M$ be a closed subspace of a Banach space $X$. The following statements are equivalent:
(i) $M$ is complemented;
(ii) there exists a projection $P \in \mathcal{B}(X)$ such that $\operatorname{Ran} P=M$;
(iii) there exists a projection $Q \in \mathcal{B}(X)$ such that $\operatorname{Ker} Q=M$.

It is well known that every closed subspace of a Hilbert space is complemented.

## Theorem 25.

(i) Let $F$ be a finite-dimensional subspace of a Banach space $X$. Then $F$ is complemented. More precisely, there exists a projection $P \in \mathcal{B}(X)$ such that $\operatorname{Ran} P=F$ and $\|P\| \leq(\operatorname{dim} M)^{1 / 2}$.
(ii) Let $M$ be a closed subspace of finite codimension in $X$. Then $M$ is complemented. More precisely, for every $\varepsilon>0$ there exists a projection $Q \in \mathcal{B}(X)$ such that $\operatorname{Ker} Q=M$ and $\|Q\| \leq \operatorname{codim} M+\varepsilon$.
(iii) Let $L$ be a complemented subspace of $X$, let $L^{\prime} \subset X$ be a closed subspace. Suppose that either $L^{\prime} \subset L$, $\operatorname{dim} L / L^{\prime}<\infty$, or $L^{\prime} \supset L$, $\operatorname{dim} L^{\prime} / L<\infty$. Then $L^{\prime}$ is complemented.

We finish this section with the following deep result from the algebraic topology that will be used frequently:

Theorem 26. (Borsuk antipodal theorem) Let $M, L$ be finite-dimensional Banach spaces with $\operatorname{dim} M>\operatorname{dim} L$, let $S_{M}=\{m \in M:\|m\|=1\}$ be the unit sphere in $M$ and let $g: S_{M} \rightarrow L$ be a continuous mapping satisfying $g(-m)=-g(m)$ for all $m \in S_{M}$. Then there exists $m \in S_{M}$ with $g(m)=0$.

## A. 2 Analytic vector-valued functions

Many well-known results for complex functions are true also for vector-valued functions.

Let $K$ be a compact Hausdorff space, let $\mu$ be a finite complex Borel measure on $K$ and let $f$ be a continuous function from $K$ into a Banach space $X$. Then, exactly as in the case of scalar functions, it is possible to define $\int f \mathrm{~d} \mu$ as the limit of the Riemann sums. It is easy to verify that $\left\langle\int f \mathrm{~d} \mu, x^{*}\right\rangle=\int\left\langle f(z), x^{*}\right\rangle \mathrm{d} \mu(z)$ for every bounded linear functional $x^{*} \in X^{*}$. More generally, if $Y$ is another Banach space and $T \in \mathcal{B}(X, Y)$ then $T\left(\int f \mathrm{~d} \mu\right)=\int(T \circ f) \mathrm{d} \mu$.

Let $a_{j} \quad(j=0,1,2, \ldots)$ be elements of a Banach space $X$. Consider the power series $\sum_{j=0}^{\infty} a_{j} z^{j} \quad(z \in \mathbb{C})$. Its radius of convergence is the number defined by

$$
\sup \left\{r \geq 0: \sum_{j=1}^{\infty} a_{j} z^{j} \text { converges for all } z \in \mathbb{C},|z|<r\right\}
$$

Theorem 1. The radius of convergence of the power series $\sum_{j=0}^{\infty} a_{j} z^{j}$ is equal to $\liminf _{j \rightarrow \infty}\left\|a_{j}\right\|^{-1 / j}$.

Analytic functions with values in a Banach space play an important role in spectral theory. There are several possible definitions of analytic vector-valued functions. Fortunately, for Banach spaces all possibilities are equivalent:

Theorem 2. Let $f$ be a function from an open subset $G \subset \mathbb{C}$ into a Banach space $X$. The following conditions are equivalent:
(i) the function $z \mapsto\left\langle f(z), x^{*}\right\rangle$ is analytic for each $x^{*} \in X^{*}$;
(ii) the limit $\lim _{z \rightarrow w} \frac{f(z)-f(w)}{z-w}$ exists for every $w \in G$;
(iii) for every $w \in G$ there is a neighbourhood $U$ of $w, U \subset G$ and elements $x_{j} \in X, j=0,1, \ldots$ such that $f(z)=\sum_{j=0}^{\infty} x_{j}(z-w)^{i} \quad(z \in U)$.
A function satisfying any of the conditions of Theorem 2 will be called analytic (on $G$ ). The set of all $X$-valued functions analytic on $G$ will be denoted by $H(G, X)$.

Condition (i) of Theorem 2 enables us to generalize most of the properties of analytic scalar-valued functions to the vector-valued case. In particular, the Cauchy and Liouville theorems remain true.

If $G \subset \mathbb{C}$ is an open set and $K$ a compact subset of $G$, then it is always possible to find a contour $\Gamma$ that surrounds $K$ in $G$. By this we mean that $\Gamma$ is a finite union of disjoint, piecewise smooth simple closed curves in $G \backslash K$ such that the winding number

$$
\operatorname{Ind}_{\Gamma}(w)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{1}{z-w} \mathrm{~d} z= \begin{cases}1 & (w \in K) \\ 0 & (w \notin G)\end{cases}
$$

For details see [Co].
Theorem 3. (Cauchy) Let $f \in H(G, X)$, let $w \in G$, and let $\Gamma$ be a contour in $G$ that surrounds $\{w\}$. Then $\int_{\Gamma} f(z) \mathrm{d} z=0$ and $f(w)=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-w)^{-1} \mathrm{~d} z$.

Moreover, the coefficients $x_{j}$ in condition (iii) of Theorem 2 can be expressed as $x_{j}=\frac{1}{2 \pi i} \int_{\Gamma} f(z)(z-w)^{-j-1} \mathrm{~d} z$.
Corollary 4. If $f \in H(G, X), w \in G, r>0,\{z:|z-w| \leq r\} \subset G, M=$ $\max \{\|f(z)\|:|z-w|=r\}$ and $f(z)=\sum_{j=0}^{\infty} x_{j}(z-w)^{j}$ for all $z$ with $|z-w|<r$, then

$$
\left\|x_{j}\right\| \leq \frac{M}{r^{j}} \quad(j=0,1, \ldots)
$$

Theorem 5. (Liouville) Let $f: \mathbb{C} \rightarrow X$ be a bounded analytic function. Then $f$ is a constant.

Theorem 6. (residue theorem) Let $x_{j} \quad(j \in \mathbb{Z})$ be elements of a Banach space $X$, $r>0$ and $w \in \mathbb{C}$. Let

$$
f(z)=\sum_{-\infty}^{\infty} x_{j}(z-w)^{j}
$$

be convergent in $\{z \in \mathbb{C}: 0<|z-w|<r\}$. Then

$$
\frac{1}{2 \pi i} \int_{|z|=r / 2} f(z) \mathrm{d} z=x_{-1}
$$

Theorem 7. (maximum principle) Let $G$ be an open subset of $\mathbb{C}$, let $f \in H(G, X)$, and let $K$ be a compact subset of $G$. Then

$$
\max \{|f(z)|: z \in K\}=\max \{|f(z)|: z \in \partial K\}
$$

The analogy between the properties of scalar analytic functions and the analytic functions with values in a Banach space remains true also for analytic functions of $n$ variables.

We use the standard multi-index notation. Denote by $\mathbb{Z}_{+}$the set of all nonnegative integers. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$ and $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$ we write $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}, \alpha!=\alpha_{1}!\cdots \alpha_{n}!$ and $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$.

Theorem 8. Let $G$ be an open subset of $\mathbb{C}^{n}$ and let $f$ be a function from $G$ to a Banach space $X$. The following properties are equivalent:
(i) the function $z \mapsto\left\langle f(z), x^{*}\right\rangle$ is analytic for each $x^{*} \in X^{*}$;
(ii) for every $w \in G$ there exists a neighbourhood $U$ of $w$ and elements $x_{\alpha} \in$ $X \quad\left(\alpha \in \mathbb{Z}_{+}^{n}\right)$ such that

$$
f(z)=\sum_{\alpha \in \mathbb{Z}_{+}^{n}} x_{\alpha}(z-w)^{\alpha} \quad(z \in U)
$$

(iii) $f$ is analytic in each variable separately.

A function satisfying the conditions of Theorem 8 is called analytic on $G$. The coefficients $x_{\alpha}$ from condition (ii) can be expressed by means of a multiple Cauchy integral. In particular, if $w \in G, r>0,\left\{z=\left(z_{1}, \ldots, z_{n}\right):\left|z_{k}-w_{k}\right| \leq\right.$ $r, k=1, \ldots, n\} \subset G$ and $M=\max \left\{\|f(z)\|:\left|z_{k}-w_{k}\right| \leq r, k=1, \ldots, n\right\}$, then
$f(w)=\frac{1}{(2 \pi i)^{n}} \int_{\left|z_{1}-w_{1}\right|=r} \cdots \int_{\left|z_{n}-w_{n}\right|=r} f(z)\left(z_{1}-w_{1}\right)^{-1} \cdots\left(z_{n}-w_{n}\right)^{-1} \mathrm{~d} z_{1} \cdots \mathrm{~d} z_{n}$ and $\left\|x_{\alpha}\right\| \leq \frac{M}{r^{|\alpha|}}$ for all $\alpha \in \mathbb{Z}_{+}^{n}$.

If $X, Y$ are Banach spaces then $\mathcal{B}(X, Y)$ is also a Banach space. So we can consider operator-valued analytic functions.

Theorem 9. Let $G$ be an open subset of $\mathbb{C}^{n}$ and let $T: G \rightarrow \mathcal{B}(X, Y)$ be a function. The following conditions are equivalent:
(i) $T: G \rightarrow \mathcal{B}(X, Y)$ is analytic on $G$;
(ii) the function $z \mapsto T(z) x$ is analytic for each $x \in X$;
(iii) the function $z \mapsto\left\langle T(z) x, y^{*}\right\rangle$ is analytic for all $x \in X$ and $y^{*} \in Y^{*}$.

## A. $3 C^{\infty}$-functions

The existence of partitions of unity is a standard tool in complex analysis.
Theorem 1. (partition of unity) Let $M$ be a metric space, let $\mathcal{O}$ be an open cover of $M$. Then there exist continuous functions $f_{\alpha}: M \rightarrow\langle 0,1\rangle \quad(\alpha \in \Lambda)$ such that:
(i) $\sum_{\alpha \in \Lambda} f_{\alpha}(z)=1 \quad(z \in M)$;
(ii) for every $\alpha \in \Lambda$ there exists an open set $U \in \mathcal{O}$ such that the support of $f_{\alpha}$, $\operatorname{supp} f_{\alpha}=\left\{z \in M: f_{\alpha}(z) \neq 0\right\}^{-}$, is contained in $U$;
(iii) for every $z \in M$ there is a neighbourhood $U$ of $z$ such that $U$ intersects $\operatorname{supp} f_{\alpha}$ for only a finite number of indices $\alpha$.

The functions $f_{\alpha}$ with the properties of Theorem 1 are called a partition of unity subordinate to the cover $\mathcal{O}$.

Let $G$ be an open subset of $\mathbb{C}^{n}$. Then we can consider $G$ as a subset of $\mathbb{R}^{2 n}$ and denote by $C^{\infty}(G)$ the set of all functions $f: G \rightarrow \mathbb{R}$ that have continuous (real) partial derivatives of all orders.

In $\mathbb{C}^{n}$ there exist partitions of unity consisting of smooth functions. Moreover, any partition of unity is countable.

Theorem 2. Let $G$ be a subset of $\mathbb{C}^{n}$, let $\mathcal{O}$ be an open cover of $G$. Then there exist $C^{\infty}$-functions $f_{i}: G \rightarrow\langle 0,1\rangle \quad(i=1,2, \ldots)$ with the properties of Theorem 1.

Let $G$ be an open subset of $\mathbb{C}^{n}$ and let $X$ be a Banach space. Write $z_{j}=$ $x_{j}+i y_{j}$ and denote by $C^{\infty}(G, X)$ the set of all functions $f: G \rightarrow X$ that have continuous partial derivatives of all orders with respect to the real variables $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$.

Instead of the derivatives $\frac{\partial f}{\partial x_{j}}$ and $\frac{\partial f}{\partial y_{j}}$ of a function $f \in C^{\infty}(G, X)$ it is usual to consider the formal derivatives

$$
\frac{\partial f}{\partial z_{j}}=\frac{1}{2}\left(\frac{\partial f}{\partial x_{j}}-i \frac{\partial f}{\partial y_{j}}\right), \quad \frac{\partial f}{\partial \bar{z}_{j}}=\frac{1}{2}\left(\frac{\partial f}{\partial x_{j}}+i \frac{\partial f}{\partial y_{j}}\right) .
$$

By the Cauchy-Riemann conditions, a function $f \in C^{\infty}(G, X)$ is analytic if and only if $\frac{\partial f}{\partial z_{j}}=0 \quad(j=1, \ldots, n)$. In this case $\frac{\partial f}{\partial z_{j}}$ coincide with the familiar complex derivatives of $f$.

Let $0 \leq p, q \leq n$. A differential form of bidegree $(p, q)$ with coefficients in $C^{\infty}(G, X)$ can be expressed as

$$
\begin{equation*}
\eta_{p, q}=\sum_{0 \leq i_{1}<\cdots<i_{p} \leq n} \sum_{0 \leq j_{1}<\cdots<j_{q} \leq n} f_{i_{1}, \ldots, i_{p}, j_{1}, \ldots, j_{q}} \mathrm{~d} z_{i_{1}} \wedge \cdots \wedge \mathrm{~d} z_{i_{p}} \wedge \mathrm{~d} \bar{z}_{j_{1}} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{j_{q}} \tag{1}
\end{equation*}
$$

where $f_{i_{1}, \ldots, i_{p}, j_{1}, \ldots, j_{q}} \in C^{\infty}(G, X)$.
Functions in $C^{\infty}(G, X)$ can be identified with differential forms of bidegree $(0,0)$.

A differential form of degree $r$ can be written as $\eta=\sum_{p+q=r} \eta_{p, q}$, where $\eta_{p, q}$ are differential forms of bidegree $(p, q)$. Denote by $\Lambda^{r}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ the linear space of all differential forms of degree $r$ with coefficients in $C^{\infty}(G, X)$. Further, denote by $\Lambda\left[\mathrm{d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]=\bigoplus_{r=0}^{2 n} \Lambda^{r}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ the linear space of all differential forms.

On $\Lambda\left[\mathrm{d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ we consider the wedge product defined by the following properties (for all $\omega, \eta, \tau \in \Lambda\left[\mathrm{d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right], f, g \in C^{\infty}(G, X)$ ):
(i) $\omega \wedge(\eta+\tau)=\omega \wedge \eta+\omega \wedge \tau$;
(ii) $(\omega+\eta) \wedge \tau=\omega \wedge \tau+\eta \wedge \tau$;
(iii) $\omega \wedge(\eta \wedge \tau)=(\omega \wedge \eta) \wedge \tau$;
(iv) $(f \omega) \wedge(g \eta)=f g \omega \wedge \eta$;
(v) if $\omega \in \Lambda^{k}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right], \quad \eta \in \Lambda^{l}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ then
$\omega \wedge \eta=(-1)^{k l} \eta \wedge \omega$.
In particular, $s \wedge t=-t \wedge s$ for all $s, t \in\left\{\mathrm{~d} z_{1}, \ldots, \mathrm{~d} z_{n}, \mathrm{~d} \bar{z}_{1}, \ldots, \mathrm{~d} \bar{z}_{n}\right\}$.
For a function $f \in C^{\infty}(G, X)$ we set

$$
\partial f=\sum_{j=1}^{n} \frac{\partial f}{\partial z_{j}} \mathrm{~d} z_{j}, \quad \bar{\partial} f=\sum_{j=1}^{n} \frac{\partial f}{\partial d \bar{z}_{j}} \mathrm{~d} \bar{z}_{j} \quad \text { and } \quad \mathrm{d} f=\partial f+\bar{\partial} f .
$$

For a differential form $\eta_{p, q}$ of type (1) we set
$\bar{\partial} \eta=\sum_{0 \leq i_{1}<\cdots<i_{p} \leq n} \sum_{0 \leq j_{1}<\cdots<j_{q} \leq n} \bar{\partial} f_{i_{1}, \ldots, i_{p}, j_{1} \ldots, j_{q}} \wedge \mathrm{~d} z_{i_{1}} \wedge \cdots \wedge \mathrm{~d} z_{i_{p}} \wedge \mathrm{~d} \bar{z}_{j_{1}} \wedge \cdots \wedge \mathrm{~d} \bar{z}_{j_{q}}$.
Similarly we define $\partial \eta$ and $\mathrm{d} \eta=\partial \eta+\bar{\partial} \eta$. This defines linear mappings $\partial, \bar{\partial}$ and d acting in the space $\Lambda\left[\mathrm{d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ which map $\Lambda^{r}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ into $\Lambda^{r+1}\left[\mathrm{~d} z, \mathrm{~d} \bar{z}, C^{\infty}(G, X)\right]$ for all $r, 0 \leq r \leq 2 n-1$.

It is easy to verify that $\mathrm{d}(\mathrm{d} \eta)=0$ for every form $\eta$.
We interpret

$$
(2 i)^{-n} \mathrm{~d} \bar{z}_{1} \wedge \cdots \mathrm{~d} \bar{z}_{n} \wedge \mathrm{~d} z_{1} \wedge \cdots \wedge \mathrm{~d} z_{n}
$$

as the Lebesgue measure in $\mathbb{R}^{2 n}$. Then we can define integrals of differential forms of degree $2 n$ on subsets of $\mathbb{C}^{n}$. Analogously we define integrals of differential forms on submanifolds of $\mathbb{C}^{n}$. For details see [Spi].

Theorem 3. (Stokes) Let $G$ be an open subset of $\mathbb{C}^{n}$, let $\eta$ be a differential form with coefficients in $C^{\infty}(G, X)$ of degree $2 n-1$. Let $\Delta$ be an open bounded subset such that $\bar{\Delta} \subset G$ and $\partial \Delta$ is a piecewise smooth surface. Then

$$
\int_{\partial \Delta} \eta=\int_{\Delta} \mathrm{d} \eta .
$$

Corollary 4. Let $\tau$ be a differential form of degree $2 n-1$ with compact support. Then

$$
\int_{\mathbb{C}^{n}} \mathrm{~d} \tau=0
$$

Theorem 5. Let $U \subset \mathbb{C}^{n}$ be a polydisc and let $j: H(U, X) \rightarrow C^{\infty}(U, X)$ be the natural embedding. Then the sequence

$$
0 \rightarrow H(U, X) \xrightarrow{j} C^{\infty}(U, X) \xrightarrow{\bar{\partial}} \Lambda^{1}\left[\mathrm{~d} \bar{z}, C^{\infty}(U, X)\right] \xrightarrow{\bar{o}} \cdots \xrightarrow{\bar{\partial}} \Lambda^{n}\left[\mathrm{~d} \bar{z}, C^{\infty}(U, X)\right] \rightarrow 0
$$

is exact.

## A. 4 Semicontinuous set-valued functions

Definition 1. Let $X, Y$ be metric spaces, let $\Phi$ be a mapping which assigns to each point $x \in X$ a closed subset of $Y$. Let $x_{0} \in X$. Then $\Phi$ is called upper semicontinuous at $x_{0}$ if for every neighbourhood $U$ of $\Phi\left(x_{0}\right)$ there exists $\varepsilon>0$ such that $\Phi(x) \subset U$ for all $x \in X$ with $\operatorname{dist}\left\{x_{0}, x\right\}<\varepsilon$.

The mapping $\Phi$ is called lower semicontinuous at $x_{0}$ if for every open set $U$ with $U \cap \Phi\left(x_{0}\right) \neq \emptyset$ there exists $\varepsilon>0$ such that $U \cap \Phi(x) \neq \emptyset$ for all $x \in X$ with $\operatorname{dist}\left\{x, x_{0}\right\}<\varepsilon$.

The mapping $\Phi$ is called continuous at $x_{0}$ if it is both upper and lower semicontinuous at $x_{0}$. $\Phi$ is called upper (lower) semicontinuous or continuous if it has the corresponding property at every point $x \in X$.

Definition 2. Let $M, L$ be subsets of a metric space $Y$. Write

$$
\Delta(M, L)=\sup _{m \in M} \operatorname{dist}\{m, L\}
$$

(supremum of an empty set is considered to be equal to 0 ). The Hausdorff distance $\widehat{\Delta}(M, L)$ is defined by

$$
\widehat{\Delta}(M, L)=\max \{\Delta(M, L), \Delta(L, M)\}
$$

The most important set-valued functions for our purpose are those with compact values. The semicontinuity of such mappings can be characterized easily:
Theorem 3. Let $X, Y$ be metric spaces, $Y$ locally compact, $x \in X$ and let $\Phi$ be a mapping which assigns to every point of $X$ a compact subset of $Y$. The following statements are equivalent:
(i) $\Phi$ is upper semicontinuous at $x$;
(ii) if $x_{n} \in X \quad(n=1,2, \ldots)$ and $x_{n} \rightarrow x$ then $\lim _{n \rightarrow \infty} \Delta\left(\Phi\left(x_{n}\right), \Phi(x)\right)=0$;
(iii) if $x_{n} \in X, y_{n} \in \Phi\left(x_{n}\right) \quad(n=1,2, \ldots)$ and $y \in Y$ satisfy $x_{n} \rightarrow x$ and $y_{n} \rightarrow y$, then $y \in \Phi(x)$.

Theorem 4. Let $X, Y$ be metric spaces, $x \in X$ and let $\Phi$ be a mapping which assigns to every point of $X$ a compact subset of $Y$. The following statements are equivalent:
(i) $\Phi$ is lower semicontinuous at $x$;
(ii) if $x_{n} \in X \quad(n=1,2, \ldots)$ and $x_{n} \rightarrow x$ then $\lim _{n \rightarrow \infty} \Delta\left(\Phi(x), \Phi\left(x_{n}\right)\right)=0$;
(iii) if $x_{n} \in X \quad(n=1,2, \ldots), x_{n} \rightarrow x$ and $y \in \Phi(x)$, then there exist $y_{n} \in$ $\Phi\left(x_{n}\right) \quad(n=1,2, \ldots)$ such that $y_{n} \rightarrow y$.

Theorem 5. (Michael's selection theorem) Let $X$ be a metric space, let $\Phi$ be a lower semicontinuous mapping which assigns to each point $x \in X$ a closed convex subset of a Banach space $Y$. Then there exists a continuous mapping $f: X \rightarrow Y$ such that $f(x) \in \Phi(x)$ for all $x \in X$.

## A. 5 Some geometric properties of Banach spaces

The first result is the solution to the so-called plank problem which is due to Ball [B1].

Proposition 1. Let $X$ be a (real or complex) Banach space, $y \in X$ any vector and $f_{1}, f_{2}, \cdots \in X^{*}$ unit functionals. For each $n \in \mathbb{N}$, let $a_{n}$ be positive numbers such that $\sum_{n=1}^{\infty} a_{n}<1$. Then there is a point $x \in X$ such that $\|x-y\| \leq 1$ and $\left|\left\langle x, f_{n}\right\rangle\right| \geq a_{n}$ for every $n$.

A stronger result is known for operators on a complex Hilbert space [B2]. It is worth to note that it is not true for real Hilbert spaces.

Proposition 2. Let $H$ be a complex Hilbert space and $f_{1}, f_{2}, \cdots \in H$ unit vectors. For each $n \in \mathbb{N}$, let $a_{n}>0$ be such that $\sum_{n=1}^{\infty} a_{n}^{2}<1$. Then there is a point $x \in H$ such that $\|x\|=1$ and $\left|\left\langle x, f_{n}\right\rangle\right| \geq a_{n}$ for every $n$.

The following Zenger theorem can be found in [BD], p. 18-20.
Theorem 3. Let $X$ be a (real or complex) Banach space, let $u_{1}, \ldots, u_{n} \in X$ be linearly independent. Let $\alpha_{j} \quad(j=1, \ldots, n)$ be positive numbers with $\sum_{j=1}^{n} \alpha_{j}=$ 1. Then there exist complex numbers $w_{1}, \ldots, w_{n}$ and $f \in X^{*}$ such that

$$
\left\|\sum_{j=1}^{n} w_{j} u_{j}\right\| \leq 1, \quad\|f\| \leq 1 \quad \text { and } \quad\left\langle w_{j} u_{j}, f\right\rangle=\alpha_{j}
$$

for all $j=1, \ldots, n$.

## A. 6 Basic properties of $\boldsymbol{H}^{\infty}$

Denote by $\mathcal{P}$ the normed space of all complex polynomials with the norm $\|p\|=$ $\sup \{|p(z)|: z \in \mathbb{D}\}$. Recall that $\mathcal{A}(\mathbb{D})$ denotes the disc algebra of all functions analytic on $\mathbb{D}$ and continuous on $\overline{\mathbb{D}}$ and $H^{\infty}$ the Hardy space of all bounded analytic functions on $\mathbb{D}$.

Let $L^{\infty}$ be the space of all complex bounded measurable function on $\mathbb{T}$ with the usual norm. Then $\mathcal{P} \subset \mathcal{A}(\mathbb{D}) \subset H^{\infty} \subset L^{\infty}$ and $\mathcal{A}(\mathbb{D})$ is the norm closure of $\mathcal{P}$. The inclusion $H^{\infty} \subset L^{\infty}$ follows from the following theorem.

Theorem 1. (Fatou) Let $f \in H^{\infty}$. Then the limit $\lim _{r \rightarrow 1-} f\left(r e^{i t}\right)$ exists for almost all $t \in\left\langle 0,2 \pi\right.$ ) (with respect to the Lebesgue measure). If we write $f\left(e^{i t}\right)=$ $\lim _{r \rightarrow 1_{-}} f\left(r e^{i t}\right)$, then $f\left(e^{i t}\right) \in L^{\infty}$ and ess $\sup \left|f\left(e^{i t}\right)\right|=\sup _{z \in \mathbb{D}}|f(z)|$.

Let $L^{1}$ be the space of all integrable functions on $\mathbb{T}$ with the norm $\|f\|_{1}=$ $\frac{1}{2 \pi} \int\left|f\left(e^{i t}\right)\right| \mathrm{d} t$. Since $L^{\infty}=\left(L^{1}\right)^{*}$, the space $H^{\infty}$ inherits the $w^{*}$-topology from $L^{\infty}$.

The $w^{*}$-convergence of sequences in $H^{\infty}$ is easy to describe as the bounded pointwise convergence.

## Theorem 2.

(i) Let $\left(f_{n}\right) \subset H^{\infty}$ be a sequence of bounded analytic functions. Then $f_{n} \xrightarrow{w^{*}} 0$ if and only if $\left(f_{n}\right)$ is a Montel sequence, i.e., $\sup _{n}\left\|f_{n}\right\|<\infty$ and $f_{n}(z) \rightarrow$ $0 \quad(z \in \mathbb{D})$;
(ii) $H^{\infty}$ is a $w^{*}$-closed subspace of $L^{\infty}$ and $\overline{\mathcal{P}}^{w^{*}}=H^{\infty}$. Moreover, every function $f \in H^{\infty}$ is a $w^{*}$-limit of a sequence of polynomials.

Of particular interest are the functionals on $\mathcal{P}$ that are $w^{*}$-continuous, i.e., the continuous linear mappings from $\left(\mathcal{P}, w^{*}\right)$ to $\mathbb{C}$.

Theorem 3. Let $\psi \in \mathcal{P}^{*}$. Then the following statements are equivalent:
(i) $\psi \in \mathcal{P}^{*}$ is $w^{*}$-continuous;
(ii) $\psi\left(p_{n}\right) \rightarrow 0$ for each Montel sequence $\left(p_{n}\right)$ of polynomials;
(iii) there is a $w^{*}$-continuous functional $\psi_{0}$ on $H^{\infty}$ such that $\psi=\psi_{0} \mid \mathcal{P}$ and $\left\|\psi_{0}\right\|=\|\psi\| ;$
(iv) there is an absolutely continuous measure $\mu$ on $\mathbb{T}$ such that $\psi(p)=\int p \mathrm{~d} \mu$ $(p \in \mathcal{P})$. By the F. and M. Riesz theorem, in this case each measure representing $\psi$ is absolutely continuous;
(v) there exists $f \in L^{1}$ such that $\|f\|_{1}=\|\psi\|$ and $\psi(p)=\int_{0}^{2 \pi} p\left(e^{i t}\right) f\left(e^{i t}\right) \mathrm{d} t$ for all $p \in \mathcal{P}$.

A subset $\Lambda \subset \mathbb{D}$ is called dominant if $\sup _{\lambda \in \Lambda}|f(\lambda)|=\|f\|$ for all $f \in H^{\infty}$. An example of a dominant set is an annulus $\{z: 1-\varepsilon<|z|<1\}$. However, a dominant
set can be much smaller, even countable. Clearly $\bar{\Lambda} \supset \mathbb{T}$ for each dominant set. The next result is an application of the Hahn-Banach theorem.

Theorem 4. Let $\psi \in \mathcal{P}^{*}$ be $w^{*}$-continuous. Let $\Lambda \subset \mathbb{D}$ be a dominant subset. Let $\varepsilon>0$. Then there are numbers $\lambda_{1}, \ldots, \lambda_{n} \in \Lambda$ and $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{C}$ such that $\sum_{i=1}^{n}\left|\alpha_{i}\right| \leq\|\psi\|$ and $\left\|\psi-\sum_{i=1}^{n} \alpha_{i} \mathcal{E}_{\lambda_{i}}\right\|<\varepsilon$, where $\mathcal{E}_{\lambda} \in \mathcal{P}^{*}$ is the evaluation functional defined by $\mathcal{E}_{\lambda}(p)=p(\lambda) \quad(\lambda \in \mathbb{D}, p \in \mathcal{P})$.

For $\lambda=r e^{i \theta} \in \mathbb{D}$ let $I_{\lambda}=\left\{e^{i t}:|t-\theta|<2(1-r)\right\}$. The following result is a particular case of a more general interpolation theorem of Carleson.

Theorem 5. There is a constant $b$ with the following property: if $F \subset \mathbb{D}$ is a finite set such that the sets $I_{\lambda}$ are pairwise disjoint and $|\lambda| \geq 3 / 4 \quad(\lambda \in F)$, and $c_{\lambda} \in$ $\mathbb{C} \quad(\lambda \in F)$ are given, then there exists $f \in H^{\infty}$ such that $f(\lambda)=c_{\lambda} \quad(\lambda \in F)$ and $\|f\| \leq b \cdot \sup _{\lambda \in F}\left|c_{\lambda}\right|$.
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